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Preface

Convexity is an elementary property of sets and functions. A subset A of an affine
space is convex if it contains all the segments joining any two points of A. In other
words, A is convex if for all x, y ∈ A and α ∈ [0, 1] the point αx + (1 − α)y also
lies in A. This simple algebraic property has surprisingly many and far-reaching
consequences of a geometric nature, but it also has basic topological consequences
as well as deep analytical implications. The notion of convexity can be transferred
from sets to real-valued functions via their epigraphs. The epigraph of a real-valued
function f on R

n is the set of all points in R
n+1 lying on or above its graph. Then a

function f is convex if the epigraph of f is a convex subset of Rn+1. On the other
hand, a convex set can be naturally described by various convex functions such
as its convex indicator function, its distance function or its support function. The
interplay between convex sets and functions turns out to be particularly fruitful and
goes well beyond a formal correspondence. The results on convex sets and functions
play a central role in many mathematical fields, in particular in functional analysis,
optimization theory, probability theory and stochastic geometry.

In this book, we concentrate on convex sets in R
n, which is the prototype of a

finite-dimensional real affine space. In infinite-dimensional spaces, other methods
often have to be used and different types of problems occur. In the first part of the
book, we focus on the classical aspects of convexity. Starting with convex sets and
their basic algebraic, combinatorial, metric and extremal properties in Chap. 1, we
consider convex functions in Chap. 2. In particular, regularity properties of convex
functions and support functions of convex sets are introduced and studied to some
extent.

We then provide an introduction to the Brunn–Minkowski theory in Chap. 3.
We set the foundations by describing the space of convex bodies (compact convex
sets). Our main goal in this chapter is to introduce and study important functionals
on the space of convex bodies. First, we provide an elementary approach to the
volume and surface area of convex bodies via approximation with polytopes.
Then we introduce the mixed volume as a multilinear functional on n-tuples
of convex bodies and establish its main properties. As special cases of mixed
volumes, we obtain the Minkowski functionals, which are also known as intrinsic
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viii Preface

volumes or quermassintegrals. A major source of deep relationships between
various functionals on convex bodies is the famous Brunn–Minkowski inequality,
which provides a lower bound for the volume of the sum of two sets in terms of the
volumes of the individual sets. Among the consequences of the Brunn–Minkowski
inequality are Minkowski’s inequalities for special mixed volumes and, in particular,
the isoperimetric inequality. Finally, we present a proof of the famous Alexandrov–
Fenchel inequality for mixed volumes. Along the way, we derive general versions of
the Brunn–Minkowski inequality and of Minkowski’s inequality for mixed volumes.
Since symmetrization methods are important throughout mathematics, we briefly
discuss Steiner symmetrization and demonstrate how it can be used in the proof of
geometric inequalities.

In Chap. 4, we treat further central topics in the Brunn–Minkowski theory that
have proved to be highly relevant, including surface area measures, projection
functions and zonoids (or projection bodies). Furthermore, we take the opportunity
to provide a short introduction to geometric valuation theory, which deals with
finitely additive functionals on the space of convex bodies. Finally, in Chap. 5
we introduce invariant measures on topological groups and homogeneous spaces,
tailored to the present purpose of deriving basic formulas of integral geometry in
Euclidean space. Geometric valuation theory offers a convenient route to a variety
of such formulas.

The first two chapters of this book should be easily accessible for an interested
reader. Apart from a sound knowledge of linear algebra and elementary real analysis
(in Chap. 2), no deeper technical prerequisites from other fields of mathematics are
initially required. Later, we shall occasionally use results from functional analysis.
In some parts, we require basic familiarity with notions of set-theoretic topology
and measure theory.

Although convex geometry is a classical topic, there have been many fascinating
developments in the field in recent years. This is particularly true for the analytic
aspects of convexity and for its various connections to probability theory, geometric
functional analysis, geometric tomography and other branches of mathematics.
Some excellent monographs (see, e.g., [4, 22, 38, 41, 55, 56, 81]) describe recent
developments in convex geometry or convex geometric analysis at the frontier
of current research and its applications (see, e.g., [35, 84]). In contrast to these
volumes, the purpose of the present text is to provide a reasonably self-contained
introduction to the topic which paves the way to the more advanced and specialized
literature.

This book evolved from courses and seminars which have been given repeatedly
by the authors. The numerous exercises and the supplementary material at the end
of each section constitute an essential part of this textbook. Some of the exercises
are routine or cover a short argument omitted in the text, but there are also more
demanding problems, and there is plenty of supplementary information, stated in
the form of problems, which is useful for readers willing to delve deeper into
the subject. For some of the problems (marked with an ∗), complete solutions are
provided in Chap. 6. For the solutions of all other problems, an Instructor’s Solution
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Manual will be available to faculty who are teaching a course using this textbook as
the official textbook.

Karlsruhe, Germany Daniel Hug
Karlsruhe, Germany Wolfgang Weil
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Preliminaries and Notation

Throughout the book, we work in n-dimensional Euclidean space R
n. Elements of

R
n are denoted by lowercase letters like x, y, . . . , a, b, . . . , scalars by Greek letters

α, β, . . . and (real) functions by f, g, . . . We identify the vector space structure and
the affine structure of Rn, i.e., we do not distinguish between vectors and points.
The coordinates of a point x ∈ R

n are used only occasionally; therefore, we indicate
them as x = (x(1), . . . , x(n))� or, more traditionally, as x = (x1, . . . , xn)

�. If we
consider sequences of points in R

n, then the former notation with an additional
lower index is used. We equip R

n with its usual topology, generated by the standard
scalar product

〈x, y〉 := x1y1 + · · · + xnyn, x, y ∈ R
n,

and the corresponding Euclidean norm

‖x‖ := ((x1)
2 + · · · + (xn)

2)1/2, x ∈ R
n.

If x ∈ R
n \ {0}, then x⊥ := {z ∈ R

n : 〈z, x〉 = 0} denotes the linear subspace
consisting of all vectors which are orthogonal to x. More generally, for U ⊂ R

n

we define U⊥ := {z ∈ R
n : 〈z, u〉 = 0 for all u ∈ U}. In particular, if U is

a k-dimensional linear subspace of Rn, then U⊥ is an (n − k)-dimensional linear
subspace, the linear subspace orthogonal to U . By Bn we denote the (Euclidean)
unit ball

Bn := {x ∈ R
n : ‖x‖ ≤ 1},

and by

S
n−1 := {x ∈ R

n : ‖x‖ = 1}

the (Euclidean) unit sphere. We also write Bn(x, r) for the (Euclidean) ball with
centre x ∈ R

n and radius r ≥ 0, and we simply write Bn(r) instead of Bn(0, r).

xv



xvi Preliminaries and Notation

Sometimes we make (explicit) use of the Euclidean metric

d(x, y) := ‖x − y‖, x, y ∈ R
n.

Occasionally, it is convenient to write x
α

instead of 1
α
x, for x ∈ R

n and α ∈ R.
Convex sets in R

1 are often not very exciting (they are open, closed or half-open,
bounded or unbounded intervals), usually results on convex sets are only interesting
for n ≥ 2. Nevertheless, the case n = 1, for instance, can be important as the starting
point for an induction argument. In some situations, results only make sense if n ≥
2, although we shall not emphasize this in all cases. As a rule, A,B, . . . denote
general (convex or nonconvex) sets, K,L, . . . will be used for compact convex sets
(convex bodies), and we prefer to write P,Q, . . . for (convex) polytopes.

In a vector space, linear subspaces are subsets which are again vector spaces,
and, equivalently, they are closed with respect to addition of vectors and scalar
multiplication of vectors. In an affine space A with underlying vector space V , the
corresponding substructure is an affine subspace (or affine flat). Affine subspaces
are the subsets of A which are obtained by attaching to a point a ∈ A the vectors
of a linear subspace U ⊂ V , for which we write F = a + U . While the point a is
not uniquely determined by F , the linear subspace U is determined by F ; in fact,
for any point b ∈ a + U , we have a + U = b + U . The dimension of F is defined
as the dimension of U . It is easy to see that intersections of affine subspaces are
affine subspaces or the empty set. For a given set ∅ �= A ⊂ A, the affine hull of A

is the intersection of all affine subspaces of A which contain A. The affine hull of
the empty set is the empty set and taking affine hulls preserves inclusions. Finally,
we point out that the notions of linear independence of vectors in a vector space and
of affine independence of points in an affine space are closely related concepts (see
Exercise 1.1.1). As usual, we say that points x1, . . . , xk ∈ A are affinely independent
if for λ1, . . . , λk ∈ R with λ1 + · · · + λk = 0 the condition λ1x1 + · · · + λkxk = 0
implies that λ1 = · · · = λk = 0. Here, the condition λ1x1 +· · ·+λkxk = 0 together
with λ1 + · · · + λk = 0 means that λ2(x2 − x1) + · · · + λk(xk − x1) = 0 for k ≥ 2.

A particular (canonical) example of an affine subspace is a vector space consid-
ered as an affine space over itself. For points a, b ∈ A, we write b − a for the vector
from a to b (the unique vector which yields b if attached to a). If a1, . . . , ak ∈ A

and λ1, . . . , λk ∈ R with
∑k

i=1 λi = 1, then we write λ1a1 + · · · + λkak for the
point in A such that

k∑

i=1

λiai = a1 +
k∑

i=2

λi(ai − a1).

It is easy to check that the role of a1 can be taken by any of the points a1, . . . , ak

without changing the right-hand side. The point λ1a1 +· · ·+λkak is called an affine
combination of a1, . . . , ak . We say that A ⊂ A is affine if affine combinations of
any two points of A are again in A, that is, if λa + (1 − λ)b ∈ A for a, b ∈ A and
λ ∈ R.
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A linear map h : V → W from a vector space V to a vector space W is a map
which satisfies h(λv + μw) = λh(v) + μh(w) for v,w ∈ V and λ,μ ∈ R. An
affine map f : A → B from an affine space A to an affine space B is a map which
satisfies f (λa + (1 − λ)c) = λf (a) + (1 − λ)f (c) for a, c ∈ A and λ ∈ R.

The following notation will be used throughout this text:

lin A Linear hull of A (smallest linear subspace containing A)
aff A Affine hull of A (smallest affine subspace containing A)
dim A Dimension of A (= dimension of aff A)
int A Interior of A (relative to the ambient space)
relint A Relative interior of A (interior with respect to aff A)
cl A Closure of A

bd A Boundary of A (relative to the ambient space)
relbd A Relative boundary of A (boundary with respect to aff A)

If f is a function onRn with values inR or in the extended real line [−∞,∞] and
if A is a subset of the latter, we frequently abbreviate the set {x ∈ R

n : f (x) ∈ A}
by {f ∈ A}. By a linear form f on R

n we mean a linear map f : R
n → R.

Hyperplanes E ⊂ R
n can be shortly written as E = {f = α}, where f is a linear

form, f �= 0, and α ∈ R; note that this representation of E in terms of f and α is
not unique. Since hyperplanes are sets of points, writing E = {f = α} we mean
E = {x ∈ R

n : f (x − 0) = α}, where x − 0 is the vector pointing from the origin
0 ∈ R

n to the point x. In the following, as usual we identify the point x and the
position vector x − 0 of x with respect to the origin. If x0 ∈ R

n is chosen such that
f (x0 − 0) = α, then E = {x ∈ R

n : f (x − x0) = 0}. The closed half-spaces
bounded by E then are {f ≥ α} and {f ≤ α}, and the open half-spaces bounded
by E are {f > α} and {f < α}. Using the scalar product, it is often convenient to
write hyperplanes and (closed) supporting half-spaces in the form

H(u, t) : = {x ∈ R
n : 〈x, u〉 = t},

H−(u, t) : = {x ∈ R
n : 〈x, u〉 ≤ t},

H+(u, t) : = {x ∈ R
n : 〈x, u〉 ≥ t},

where u ∈ R
n \ {0} and t ∈ R.

The Euclidean metric on R
n induces a topology, which is independent of the

specific metric (or norm) that is considered. The smallest σ -algebra containing the
open sets is the Borel σ -algebra, which is denoted by B(Rn). More generally, for
a topological space (T ,T ) with the system T of open sets, the induced Borel σ -
algebra is denoted by B(T ). In particular, this applies to the unit sphere Sn−1, which
inherits the topology of Rn. We write λn for the Lebesgue measure on R

n. If F is
a k-dimensional affine subspace of Rn, we write λF for Lebesgue measure on F ,
with the Euclidean metric induced from the ambient Rn (the resulting measure is
independent of the choice of an origin in F ). If the underlying affine subspace F is
clear from the context, we simply write λk if dim F = k. For spherical Lebesgue
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measure on S
n−1, we write σ (without indicating the dimension, which will always

be clear from the context). Finally, we write Hs , s ≥ 0, for the s-dimensional
Hausdorff measure on R

n. The normalization of the Hausdorff measures is chosen
in such a way that on B(Rn), the Lebesgue measure λn and the n-dimensional
Hausdorff measure Hn are equal. Moreover, spherical Lebesgue measure and the
(n − 1)-dimensional Hausdorff measure Hn−1 coincide on S

n−1. Integrating with
respect to Lebesgue measure in R

n, we simply write ‘dx’ instead of ‘λn(dx)’ if this
is convenient. Also note that for A ∈ B(Sn−1), we have

σ(A) = nλn({tu : t ∈ [0, 1], u ∈ A}).

Hence, ωn := Hn−1(Sn−1) and κn := λn(B
n) are related by ωn = nκn.

For sets A,B, we write A ⊂ B if a ∈ A implies that a ∈ B, in particular, the sets
may be equal. The abbreviation w.l.o.g. means ‘without loss of generality’ and is
used sometimes to reduce the argument to a special case. The logical symbols ∀ (for
all) and ∃ (exists) are occasionally (rarely) used in formulas. As usual, � denotes
the end of a proof. Finally, we write |A| for the cardinality of a set A.



Chapter 1
Convex Sets

Convexity is a basic but fundamental notion in mathematics. A subset of Rn is called
convex if for any two of its points, the whole segment connecting these points is
contained in the set. This first chapter provides a brief introduction to some of
the basic ideas and results related to convex sets. We shall see that convexity is
stable under natural operations and transformations. It is remarkable at first sight
that convexity is a key concept underlying several classical combinatorial results.
Moreover, convex sets have characteristic metric properties related to the notions of
support and separation. To derive these properties, we shall use the metric projection
onto convex sets. Finally, in this chapter extreme points will be shown to provide an
efficient description of convex sets.

Throughout this book we restrict ourselves to a Euclidean framework, although
the definition of convexity and some of the results are of a purely affine nature.

1.1 Algebraic Properties

We usually identify an affine space with its associated vector space. However, we
shall deliberately use the words “vector” and “point”. The definition of a convex set
requires just the structure of Rn as an affine space. In particular, it is related to (but
different from) the notions of a linear and an affine subspace.

Definition 1.1 A set A ⊂ R
n is convex if (1 − α)x + αy ∈ A for x, y ∈ A and

α ∈ [0, 1].
We illustrate Definition 1.1 with a couple of examples. The proofs of the

corresponding claims are left as easy exercises for the reader.
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2 1 Convex Sets

Example 1.1 Apart from the empty set, the whole space Rn or one-pointed sets, the
simplest convex sets are segments. For x, y ∈ R

n we denote by

[x, y] := {(1 − α)x + αy : α ∈ [0, 1]}

the closed segment between x and y. Similarly,

(x, y) := {(1 − α)x + αy : α ∈ (0, 1)}

is the open segment, and we define half-open segments (x, y] and [x, y) in an
analogous way. Note that if x = y, then all these segments are equal to {x}. Clearly,
a set is convex if and only if with any two points from the set, the segment between
these points is also contained in the set. To verify that [x, y] is indeed convex, it is
sufficient to observe that for α, β, τ ∈ [0, 1] we have

(1 − τ ) [(1 − α)x + αy] + τ [(1 − β)x + βy]

= [(1 − τ )(1 − α) + τ (1 − β)] x + [(1 − τ )α + τβ] y,

where the coefficients on the right-hand side are in [0, 1] and sum up to 1.

Example 1.2 Other trivial examples are the affine flats in R
n, that is, sets of the

form a + U , where a ∈ R
n is a fixed point and U ⊂ R

n is a linear subspace.

Example 1.3 Fix a linear form f �= 0 and some α ∈ R. If {f = α} is the
representation of a hyperplane, then the open halfspaces {f < α}, {f > α} and
the closed halfspaces {f ≤ α}, {f ≥ α} are convex.

Example 1.4 Further convex sets are the (not necessarily Euclidean) balls

B(r) := {x ∈ R
n : ‖x‖◦ ≤ r}, r ≥ 0,

and their translates. Here, ‖ · ‖◦ can be any norm (not just the Euclidean norm). In
fact, if x, y ∈ B(r) and α ∈ [0, 1], using the properties of a norm, we obtain

‖(1 − α)x + αy‖◦ ≤ (1 − α)‖x‖◦ + α‖y‖◦ ≤ (1 − α)r + αr = r.

Example 1.5 Remove an arbitrary subset from the boundary of a Euclidean ball
Bn(x, r) = {z ∈ R

n : ‖z − x‖ ≤ r} with centre x ∈ R
n and radius r ≥ 0. The

resulting set is still convex. Note that this statement is no longer true if the Euclidean
norm ‖·‖ is replaced for instance by the maximum norm (when the norm balls would
then be cubes).

Example 1.6 Another convex set as well as a nonconvex set are shown in Fig. 1.1.
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Fig. 1.1 A convex set (left) and a nonconvex set (right)

Definition 1.2 Let k ∈ N, let x1, . . . , xk ∈ R
n, and let α1, . . . , αk ∈ [0, 1] be such

that α1 + · · · + αk = 1. Then α1x1 + · · · + αkxk is called a convex combination of
the points x1, . . . , xk .

Theorem 1.1 A set A ⊂ R
n is convex if and only if all convex combinations of

points in A lie in A.

Proof First, assume that all convex combinations of points in A lie in A. Taking
k = 2 in the definition of a convex combination, we see that A is convex.

For the other direction, suppose that A is convex and k ∈ N. We use induction
on k.

For k = 1, the assertion is trivially true.
For the step from k − 1 to k, k ≥ 2, assume x1, . . . , xk ∈ A and α1, . . . , αk ∈

[0, 1] with α1 + · · · + αk = 1. We may assume that αk �= 1. Then we define

βi := αi

1 − αk

, i = 1, . . . , k − 1,

hence βi ∈ [0, 1] and β1 + · · · + βk−1 = 1. By the induction hypothesis, we have
β1x1 + · · · + βk−1xk−1 ∈ A. Since A is convex, we conclude that

k∑

i=1

αixi = (1 − αk)

(
k−1∑

i=1

βixi

)

+ αkxk ∈ A,

which completes the argument. ��
If {Ai : i ∈ I } is an arbitrary family of convex sets (in R

n), then the (possibly
empty) intersection

⋂
i∈I Ai is convex. In particular, for a given set A ⊂ R

n, the
intersection of all convex sets containing A is convex.

Definition 1.3 For A ⊂ R
n, the set

conv A :=
⋂

{C ⊂ R
n : A ⊂ C,C is convex}

is called the convex hull of A.
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With respect to the inclusion order, conv A is the smallest convex set containing
A. It is clear from the definition that if A,B ⊂ R

n and A ⊂ B, then conv A ⊂
conv B. Moreover, we have conv ∅ = ∅ and convRn = R

n. Instead of conv A we
also write conv(A).

The following theorem shows that conv A is the set of all convex combinations
of points in A. Thus, we obtain an intrinsic characterization of the convex hull.

Theorem 1.2 For A ⊂ R
n,

conv A =
{

k∑

i=1

αixi : k ∈ N, x1, . . . , xk ∈ A,α1, . . . , αk ∈ [0, 1],
k∑

i=1

αi = 1

}

.

Proof Let B denote the set on the right-hand side. If C is a convex set containing
A, then any convex combination of points from A is also a convex combination of
points from C. By Theorem 1.1 we conclude that B ⊂ C. Hence, we get B ⊂
conv A.

On the other hand, the set B is convex, since

β(α1x1 + · · · + αkxk) + (1 − β)(γ1y1 + · · · + γmym)

= βα1x1 + · · · + βαkxk + (1 − β)γ1y1 + · · · + (1 − β)γmym,

for xi, yj ∈ A and coefficients β, αi, γj ∈ [0, 1] with α1 + · · · + αk = 1 and
γ1 + · · · + γm = 1, and

βα1 + · · · + βαk + (1 − β)γ1 + · · · + (1 − β)γm = β + (1 − β) = 1.

Since B contains A, we also get conv A ⊂ B. ��
Remark 1.1 Trivially, A is convex if and only if A = conv A.

Remark 1.2 Later, in Sect. 1.2, we shall give an improved version of Theorem 1.2
(Carathéodory’s theorem), where the number k of points used in the representation
of conv A is bounded by n + 1.

Remark 1.3 For x1, . . . , xk ∈ R
n, we have

conv{x1, . . . , xk} =
{

k∑

i=1

αixi : α1, . . . , αk ∈ [0, 1],
k∑

i=1

αi = 1

}

.

Definition 1.4 For sets A,B ⊂ R
n and α, β ∈ R, we put

αA + βB := {αx + βy : x ∈ A, y ∈ B}.

The set αA + βB is called a linear combination or Minkowski combination of the
sets A,B, the operation + is called vector addition or Minkowski addition.
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Special cases get special names:

A + B the sum set
A + x (the case B = {x}) a translate of A by the vector x ∈ R

n

αA a multiple of A for α ∈ R

αA + x (for α ≥ 0) a homothetic image of A

−A := (−1)A the reflection of A (in the origin)
A − B := A + (−B) the difference of A and B

Example 1.7 To get an idea of what the sum A + B of two sets A,B ⊂ R
n looks

like, it may be helpful to observe that

A + B =
⋃

a∈A

(a + B) =
⋃

b∈B

(A + b).

Specifically,

• the Minkowski sum of a (regular) triangle and its reflection in the origin is a
(regular) hexagon (see Fig. 1.2);

• the boundary of a unit square + the boundary of a unit square is a square with
edge length 2. This shows that the Minkowski sum of two nonconvex sets can be
a convex set.

Remark 1.4 If A,B ⊂ R
n are convex and α, β ∈ R, then αA + βB is convex. To

see this, let a1, a2 ∈ A, b1, b2 ∈ B, γ ∈ [0, 1]. Then

(1 − γ )[αa1 + βb1] + γ [αa2 + βb2]
= α[(1 − γ )a1 + γ a2] + β[(1 − γ )b1 + γ b2] ∈ αA + βB,

which yields the assertion.

Remark 1.5 In general, we have A + A �= 2A and A − A �= {0}. However, for a
convex set A and α, β ≥ 0, we have αA + βA = (α + β)A. The latter property
characterizes convexity of a set A. In fact, the inclusion (α + β)A ⊂ αA + βA is

+ =

Fig. 1.2 The Minkowski sum � + � = (−�) + � is a hexagon �
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always true. For the converse, for a1, a2 ∈ A and α + β > 0 we use that

αa1 + βa2 = (α + β)

[
α

α + β
a1 + β

α + β
a2

]

∈ (α + β)A,

if A is convex. Conversely, if (1 − λ)A + λA = A for λ ∈ [0, 1], it follows that A

is convex.

We next show that affine transformations preserve convexity.

Theorem 1.3 Let A ⊂ R
n and B ⊂ R

m be convex, and let f : Rn → R
m be an

affine map. Then

f (A) := {f (x) : x ∈ A}

and

f −1(B) := {x ∈ R
n : f (x) ∈ B}

are convex.

Proof We show that f (A) is convex. For this, let y1, y2 ∈ f (A) and λ ∈ [0, 1].
Then there are a1, a2 ∈ A such that yi = f (ai) for i = 1, 2 and

(1 − λ)y1 + λy2 = (1 − λ)f (a1) + λf (a2) = f ((1 − λ)a1 + λa2) ∈ f (A),

since f is affine and the convexity of A yields (1 − λ)a1 + λa2 ∈ A.
To show that f −1(B) is convex, let x1, x2 ∈ f −1(B) and λ ∈ [0, 1]. Then

f (x1), f (x2) ∈ B. Since f is affine and B is convex, we get

f ((1 − λ)x1 + λx2) = (1 − λ)f (x1) + λf (x2) ∈ B,

which shows that (1 − λ)x1 + λx2 ∈ f −1(B). ��
Corollary 1.1 The projection of a convex set onto an affine subspace is convex.

The converse is obviously false, since (e.g.) a shell bounded by two concentric
balls is not convex but has convex projections.

Definition 1.5

(a) The intersection of finitely many closed halfspaces is called a polyhedral set.
(b) The convex hull of finitely many points x1, . . . , xk ∈ R

n is called a (convex)
polytope.

(c) The convex hull of affinely independent points is called a simplex. An r-simplex
is the convex hull of r + 1 affinely independent points.

Note that the empty set and the whole space are polyhedral sets. While polytopes
are always compact sets, polyhedral sets are closed but may be unbounded.
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Intuitively speaking, the vertices of a polytope P form a minimal subset of points
of P the convex hull of which is equal to P . A vertex of a polytope P can also be
characterized as a point x of P for which P \ {x} is still convex. We take the latter
property as a definition of a vertex.

Definition 1.6 A point x of a polytope P is called a vertex of P if P \{x} is convex.
The set of all vertices of P is denoted by vert P .

Theorem 1.4 Let P be a polytope in R
n, and let x1, . . . , xk ∈ R

n be distinct points.

(a) Suppose that P = conv{x1, . . . , xk}. Then x1 is a vertex of P if and only if
x1 /∈ conv{x2, . . . , xk}.

(b) P is the convex hull of its vertices.

Proof (a) Let x1 be a vertex of P . Then P \ {x1} is convex and x1 /∈ P \ {x1}.
Since {x2, . . . , xk} ⊂ P \ {x1}, we get conv{x2, . . . , xk} ⊂ P \ {x1}, and thus
x1 /∈ conv{x2, . . . , xk}.

If x1 is not a vertex of P , then there exist distinct points a, b ∈ P \ {x1} and
λ ∈ (0, 1) such that x1 = (1 − λ)a + λb. Hence there exist μ1, . . . , μk ∈ [0, 1]
and τ1, . . . , τk ∈ [0, 1] with μ1 + · · · + μk = 1 and τ1 + · · · + τk = 1 such that
μ1, τ1 �= 1 and

a =
k∑

i=1

μixi, b =
k∑

i=1

τixi .

Thus we get

x1 =
k∑

i=1

((1 − λ)μi + λτi) xi,

from which it follows that

x1 =
k∑

i=2

(1 − λ)μi + λτi

1 − (1 − λ)μ1 − λτ1
xi, (1.1)

where (1 − λ)μ1 + λτ1 �= 1. The right-hand side of (1.1) is a convex combination
of x2, . . . , xk , since

k∑

i=2

(1 − λ)μi + λτi

1 − (1 − λ)μ1 − λτ1
= (1 − λ)(1 − μ1) + λ(1 − τ1)

1 − (1 − λ)μ1 − λτ1
= 1,

hence x1 ∈ conv{x2, . . . , xk}.
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(b) Using (a), we can successively remove points from {x1, . . . , xk} which are
not vertices without changing the convex hull (as follows from Exercise 1.1.6).
Moreover, if x ∈ vert(P ) \ {x1, . . . , xk}, then P = conv{x, x1, . . . , xk} and hence
x /∈ conv{x1, . . . , xk} = P by (a), a contradiction. ��
Remark 1.6 A polyhedral set is closed and convex. Polytopes, as convex hulls of
finite sets, are closed and bounded, hence compact.

Remark 1.7 For a polytope P , Theorem 1.4 shows that P = conv(vert P). This is
a special case of Minkowski’s theorem, which is proved in Sect. 1.5.

Remark 1.8 Polyhedral sets and polytopes are somehow dual notions. We shall
see later in Sect. 1.4 that the set of polytopes coincides with the set of bounded
polyhedral sets.

Remark 1.9 The polytope property is preserved by basic operations for sets. In
particular, if P,Q are polytopes in R

n, then the following sets are polytopes as
well:

(i) conv(P ∪ Q),

(ii) P ∩ Q,

(iii) αP + βQ for α, β ∈ R,

(iv) f (P ) for an affine map f : Rn → R
m.

The assertions (i), (iii), (iv) are the subject of Exercises 1.1.7, 1.1.8 and 1.1.9.
The assertion (ii) is not as straightforward. The proof that P ∩ Q is a polytope
will follow later quite easily from the mentioned connection between polytopes and
bounded polyhedral sets.

Remark 1.10 A more general form of Theorem 1.4 (with almost the same proof) is
the subject of Exercise 1.1.20.

Remark 1.11 If P is the convex hull of affinely independent points x0, . . . , xr , then
P is an r-simplex and each of the points xi is a vertex of P . An r-simplex P has
dimension dim P = r .

Simplices are characterized by the property that their points are unique convex
combinations of the vertices.

Theorem 1.5 A convex set A ⊂ R
n is a simplex if and only if there exist

x0, . . . , xk ∈ A such that each x ∈ A has a unique representation as a convex
combination of x0, . . . , xk.

Proof Let A be a k-simplex. Then A = conv{x0, . . . , xk} with affinely independent
x0, . . . , xk ∈ R

n. The existence of a representation as requested follows from
Theorem 1.2. The uniqueness assertion is implied by Exercise 1.1.1, (a) ⇒ (e).

For the converse, we again use Theorem 1.2, but now Exercise 1.1.3. ��
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Exercises and Supplements for Sect. 1.1

1. Points x1, . . . , xm ∈ R
n are called affinely independent if for λ1, . . . , λm ∈ R

with
∑m

i=1 λi = 0 it follows from
∑m

i=1 λixi = 0 that λ1 = · · · = λm = 0.
For x ∈ R

n, we put τ (x) := (x, 1) ∈ R
n+1. Then the following conditions are

equivalent for given points x1, . . . , xm ∈ R
n:

(a) x1, . . . , xm are affinely independent.
(b) For m ≥ 2: x2 − x1, . . . , xm − x1 are linearly independent.
(c) τ (x1), . . . , τ (xm) are linearly independent.
(d) Whenever λ1, . . . , λm,μ1, . . . , μm ∈ R are such that

∑m
i=1 λi = ∑m

i=1 μi

and
∑m

i=1 λixi = ∑m
i=1 μixi , then λ1 = μ1, . . . , λm = μm.

(e) Whenever λ1, . . . , λm,μ1, . . . , μm ≥ 0 are such that
∑m

i=1 λi = ∑m
i=1 μi

and
∑m

i=1 λixi = ∑m
i=1 μixi , then λ1 = μ1, . . . , λm = μm.

2. Show that a set ∅ �= A ⊂ R
n is affine if and only if it is an affine subspace.

State and prove analogues of Theorems 1.1, 1.2 and 1.3 for affine combinations,
affine hulls and images/preimages of affine sets under affine transformations.

3.* Assume that x1, . . . , xk ∈ R
n are such that each x ∈ conv{x1, . . . , xk} is a

unique convex combination of x1, . . . , xk . Show that x1, . . . , xk are affinely
independent.

4. (a) Show that A ⊂ R
n is convex if and only if αA+βA = (α +β)A holds for

α, β ≥ 0.
(b) Which nonempty sets A ⊂ R

n are characterized by αA+βA = (α +β)A,
for all α, β ∈ R?

5. Let A ⊂ R
n be closed. Show that A is convex if and only if A+A = 2A holds.

6. Let A,B ⊂ R
n and assume that A ⊂ conv(B). Show that conv(A ∪ B) =

conv(B).
7.* Let A,B ⊂ R

n. Show that conv(conv(A) ∪ conv(B)) = conv(A ∪ B).
8.* Let A,B ⊂ R

n. Show that conv(A + B) = conv(A) + conv(B).
9. Let A ⊂ R

n and let f : Rn → R
m be an affine map. Show that conv(f (A)) =

f (conv(A)).
10. Let A,B ⊂ R

n be nonempty convex sets, and let x ∈ R
n. Show that

(a) conv({x} ∪ A) = {(1 − λ)x + λa : λ ∈ [0, 1], a ∈ A}.
(b) If A ∩ B = ∅, then

conv({x} ∪ A) ∩ B = ∅ or conv({x} ∪ B) ∩ A = ∅.

11. Let K,L ⊂ R
n be nonempty, closed convex sets. Assume that K ∪L is convex.

Then K ∩ L �= ∅ and (K ∩ L) + (K ∪ L) = K + L.
12. For a set A ⊂ R

n let

ker A := {x ∈ A : [x, y] ⊂ A for y ∈ A}
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be the kernel of A. Show that ker A is convex. Show by an example that A ⊂ B

does not imply that ker A ⊂ ker B.
13.* A set

R := {x + αy : α ≥ 0}, x ∈ R
n, y ∈ S

n−1,

is called a ray (starting at x with direction y).
Let A ⊂ R

n be convex and unbounded. Show that A contains a ray.
Hint: Start with the case of a closed set A. For the general case, Theorem 1.10
is useful.

14. For a set A ⊂ R
n, the polar A◦ is defined as

A◦ := {x ∈ R
n : 〈x, y〉 ≤ 1 for y ∈ A}.

Prove the following assertions.

(a) A◦ is closed, convex and contains 0.
(b) If A ⊂ B, then A◦ ⊃ B◦.
(c) (A ∪ B)◦ = A◦ ∩ B◦.
(d) If P is a polytope, then P ◦ is a polyhedral set.
(e) If r > 0, then (r · A)◦ = r−1 · A◦.
(f) If r > 0, then Bn(0, r)◦ = Bn(0, 1/r).

15. (a) If ‖ · ‖′ : Rn → [0,∞) is a norm, show that the corresponding unit ball
B ′ := {x ∈ R

n : ‖x‖′ ≤ 1} is convex and symmetric (that is, B ′ = −B ′).
(b) Show that

‖ · ‖1 : Rn → [0,∞), x = (x1, . . . , xn) �→
n∑

i=1

|xi|,

and

‖ · ‖∞ : Rn → [0,∞), x = (x1, . . . , xn) �→ max
i=1,...,n

|xi |,

are norms. Describe the corresponding unit balls B1 and B∞.
(c) Show that for an arbitrary norm ‖ · ‖′ : Rn → [0,∞) there are constants

α, β > 0 such that

n−1α‖ · ‖1 ≤ α‖ · ‖∞ ≤ ‖ · ‖′ ≤ β‖ · ‖1 ≤ nβ‖ · ‖∞.

Describe these inequalities in terms of the corresponding unit balls B1,
B∞, B ′.
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Hint: First show the inequalities between ‖ · ‖∞ and ‖ · ‖1 and then the
upper bound for ‖ · ‖′. Then prove that

inf{‖x‖′ : x ∈ R
n, ‖x‖∞ = 1} > 0,

and deduce the lower bound for ‖ · ‖′ from that.
(d) Use (c) to show that all norms on R

n are equivalent.
16. Let A ⊂ R

n be a locally finite set (this means that A ∩ Bn(r) is a finite set, for
r ≥ 0). For each x ∈ A, we define the Voronoi cell

C(x,A) := {z ∈ R
n : ‖z − x‖ ≤ ‖z − y‖ for y ∈ A},

consisting of all points z ∈ R
n which have x as their nearest point (or one of

their nearest points) in A.

(a) Show that the Voronoi cells C(x,A), x ∈ A, are closed and convex.
(b) If conv A = R

n, show that the Voronoi cells C(x,A), x ∈ A, are bounded
and polyhedral, hence they are convex polytopes.

(c) Show by an example that the condition conv A = R
n is not necessary for

the boundedness of the Voronoi cells C(x,A), x ∈ A.

17. Show that the set A of all convex subsets of Rn is a complete lattice with respect
to the inclusion order.
Hint: Define the “join” (sup, ∨) and the “meet” (inf, ∧) by

A ∨ B := A ∩ B,

A ∧ B := conv(A ∪ B),

supM :=
⋂

A∈M
A, M ⊂ A,

infM := conv

(
⋃

A∈M
A

)

, M ⊂ A.

18. Let P = conv{x0, . . . , xn} be an n-simplex in R
n. Denote by Ei the affine hull

of {x0, . . . , xn} \ {xi} and by Hi the closed halfspace bounded by Ei and with
xi ∈ Hi , i = 0, . . . , n.

(a) Show that xi ∈ int Hi , i = 0, . . . , n.

(b) Show that P =
n⋂

i=0

Hi.

(c) Show that P ∩ Ei is an (n − 1)-simplex, i = 0, . . . , n.

19. Let K,L ⊂ R
n be nonempty and closed sets. Suppose that K ∪ L is convex.

Show that K ∩ L �= ∅.
20. Let M ⊂ R

n be a set and x ∈ R
n \ M . Define A := conv({x} ∪ M). Show that

A \ {x} is convex if and only if x /∈ conv(M).
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1.2 Combinatorial Properties

Combinatorial problems arise naturally in connection with polytopes. In the fol-
lowing, however, we discuss problems of general convex sets which are of a
combinatorial nature, since they involve the cardinality of points or sets. The most
important results in this part of convex geometry (which is called Combinatorial
Geometry) are the theorems of Carathéodory, Helly and Radon.

Theorem 1.6 (Radon’s Theorem) Let x1, . . . , xm ∈ R
n be affinely dependent

points. Then there exists a partition {1, . . . ,m} = I ∪ J , I ∩ J = ∅, such that

conv{xi : i ∈ I } ∩ conv{xj : j ∈ J } �= ∅.

Proof Let x1, . . . , xm ∈ R
n be affinely dependent. Then there exist numbers

α1, . . . , αm ∈ R, not all zero, such that

m∑

i=1

αixi = 0 and
m∑

i=1

αi = 0.

Define I := {i ∈ {1, . . . ,m} : αi ≥ 0} and J := {1, . . . ,m} \ I . Then

α :=
∑

i∈I

αi =
∑

j∈J

(−αj ) > 0.

Hence

y :=
∑

i∈I

αi

α
xi =

∑

j∈J

−αj

α
xj ∈ conv{xi : i ∈ I } ∩ conv{xj : j ∈ J },

which proves the theorem. ��
Any sequence of n + 2 points in R

n is affinely dependent. As a consequence
of Radon’s Theorem, we next derive Helly’s Theorem (in a particular version).
It provides an answer to a question of the following type. Let A1, . . . , Am be a
sequence of sets such that any s of these sets enjoy a certain property (for instance,
having nonempty intersection). Is it true that then all sets of the sequence enjoy this
property as well?

Theorem 1.7 (Helly’s Theorem) Let A1, . . . , Am be convex sets in R
n, m ≥ n+1.

If each n + 1 of the sets A1, . . . , Am have nonempty intersection, then

m⋂

i=1

Ai �= ∅.



1.2 Combinatorial Properties 13

Proof We proceed by induction with respect to m ≥ n + 1. For m = n + 1 there is
nothing to show. Let m ≥ n+ 2, and assume that the assertion is true for m− 1 sets.
Hence there are

xi ∈ A1 ∩ · · · ∩ Ǎi ∩ · · · ∩ Am

(Ai is omitted) for i = 1, . . . ,m. The sequence x1, . . . , xm of m ≥ n + 2 points
is affinely dependent. By Radon’s theorem there is a partition {1, . . . ,m} = I ∪ J ,
I ∩ J = ∅, such that

x ∈ conv{xi : i ∈ I } ∩ conv{xj : j ∈ J } �= ∅.

Since xi ∈ Aj for i ∈ I and j ∈ J , we have xi ∈ ∩j∈J Aj , and therefore

x ∈ conv{xi : i ∈ I } ⊂
⋂

j∈J

Aj . (1.2)

Furthermore, since xi ∈ Aj for i ∈ J and j ∈ I , we have xi ∈ ∩j∈IAj , and
therefore

x ∈ conv{xi : i ∈ J } ⊂
⋂

j∈I

Aj . (1.3)

Thus (1.2) and (1.3) yield x ∈ A1 ∩ · · · ∩ Am. ��
Helly’s Theorem has interesting and sometimes surprising applications. For some

of them, we refer to the exercises. In general, the theorem cannot be extended to
infinite families of convex sets (see Exercise 1.1.1). An exception is the case of
compact sets.

Theorem 1.8 (Helly’s Theorem) Let A be a family of at least n+1 compact convex
sets in R

n (A may be infinite) and assume that any n+ 1 sets in A have a nonempty
intersection. Then, there is a point x ∈ R

n which is contained in all sets of A.

Proof By Theorem 1.7, every finite subfamily of A has a nonempty intersection.
For compact sets, this implies that

⋂

A∈A
A �= ∅.

In fact, if
⋂

A∈A A = ∅, then

⋃

A∈A
(Rn \ A) = R

n.
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By the covering property, any compact set A0 ∈ A is covered by finitely many open
sets Rn \ A1, . . . ,R

n \ Ak with Ai ∈ A for i = 1, . . . , k. This yields

k⋂

i=0

Ai = ∅,

a contradiction. ��
The following result will be frequently used later on.

Theorem 1.9 (Carathéodory’s Theorem) For a set A ⊂ R
n and x ∈ R

n the
following two assertions are equivalent:

(a) x ∈ conv A,
(b) there is an r-simplex P , for some r ∈ {0, . . . , n}, with vertices in A and such

that x ∈ P .

Proof (b) ⇒ (a): Since vert P ⊂ A, we have x ∈ P = conv vert P ⊂ conv A.
(a) ⇒ (b): By Theorem 1.2, x = α1x1 + · · · + αkxk with k ∈ N, x1, . . . , xk ∈ A,
α1, . . . , αk ∈ (0, 1] and α1 + · · · + αk = 1. Let k be the minimal number for which
such a representation is possible, that is, x is not in the convex hull of any k − 1
points of A. We now show that x1, . . . , xk are affinely independent. In fact, assume
that there are numbers β1, . . . , βk ∈ R, not all zero, such that

k∑

i=1

βixi = 0 and
k∑

i=1

βi = 0.

Let J �= ∅ be the set of indices i ∈ {1, . . . , k} for which βi > 0. Choose i0 ∈ J

such that

αi0

βi0

= min
i∈J

αi

βi

.

Then, we have

x =
k∑

i=1

(

αi − αi0

βi0

βi

)

xi

with

αi − αi0

βi0

βi ≥ 0,

k∑

i=1

(

αi − αi0

βi0

βi

)

= 1 and αi0 − αi0

βi0

βi0 = 0.

This is a contradiction to the minimality of k. ��
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Assume that x is a convex combination of affinely dependent points x1, . . . , xk .
Then the preceding argument shows that one of these points is redundant and x is a
convex combination of at most k − 1 of these points. Repeating this procedure, we
arrive at a representation of x as a convex combination of an affinely independent
subset of {x1, . . . , xk}. In particular, any point of the convex hull of A is the convex
combination of at most n + 1 points of A. Clearly, the choice of these points from
A will depend on the point x.

For the results of this section, linear analogues can be stated and proved which are
concerned with vectors, linear hulls, convex cones, positive hulls instead of points,
affine hulls, convex sets, and convex hulls. Often results can either be proved in a
similar way or deduced from the corresponding counterpart.

Exercises and Supplements for Sect. 1.2

1. (a) Show by an example that Theorem 1.8 is wrong in general if the sets in A
are only assumed to be closed (and not necessarily compact).

(b) Show by an example that the result is also wrong in general if the sets are
bounded but not closed.

(c) Construct an example of four sets in the plane, three of which are compact
and convex (one can even choose rectangles), such that any three of the sets
have a nonempty intersection, but such that the intersection of all sets is the
empty set.

(d) Show that Theorem 1.8 remains true if all sets in A are closed and convex
and one of the sets is compact and convex.

2. (a) Let R be a finite set of paraxial rectangles. For any two rectangles R,R′ ∈
R let R ∩ R′ �= ∅. Show that all rectangles in R have a common point.

(b) Let S be a finite family of arcs in S
1, each of which is contained in an open

semi-circular arc of the circle. Any three arcs of S have a point in common.
Show that all arcs have a point in common.
Is it sufficient to assume that any two arcs of S have a common point?

3. In an old German fairy tale, a brave little tailor claimed the fame to have ‘killed
seven at one blow’. A closer examination showed that the victims were in fact
flies which had landed on a toast covered with jam. The tailor had used a fly-
catcher of convex shape for his sensational victory. As the remains of the flies
on the toast showed, it was possible to kill any three of them with one stroke
of the (suitably) shifted fly-catcher without even turning the direction of the
handle.
Is it possible that the tailor told the truth (if it is assumed that the flies are
points)?

4. Let k ∈ N and k ≥ n + 1. Let A,A1, . . . , Ak ⊂ R
n be nonempty and convex.

Assume that for any set I ⊂ {1, . . . , k} with |I | = n + 1 there is a vector
tI ∈ R

n such that

Ai ⊂ A + tI for i ∈ I.
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Show that there is a vector t ∈ R
n such that t ∈ Ai + (−A) for i ∈ {1, . . . , k}.

If the sets A1, . . . , Ak are singletons, then Ai ⊂ A + t for i ∈ {1, . . . , k}.
5. Let F be a family of parallel closed segments in R

2, |F | ≥ 3. Suppose that for
any three segments in F there is a line intersecting all three segments. Show
that there is a line in R

2 intersecting all segments in F . (The problem is slightly
easier if it is assumed that F is a finite family of segments.)

6. Prove the following version of Carathéodory’s theorem:
Let A ⊂ R

n and x0 ∈ A be fixed. Then conv A is the union of all simplices
with vertices in A and such that x0 is one of the vertices.

7.* Establish the following refined form of Carathéodory’s theorem (due to
Fenchel, Stoelinga, Bunt, see also [7] for a discussion):
Let A ⊂ R

n be a set with at most n connected components. Then conv A is the
union of all simplices with vertices in A and dimension at most n − 1. In other
words, any point of conv A is in the convex hull of at most n points of A.

8. Suggestions for further reading: The combinatorial results of this section have
been extended and applied in various directions. For instance there exist colour-
ful, fractional, dimension-free and topological versions and generalizations of
the theorems of Radon, Helly and Carathéodory (see [1, 6, 8, 9]). For a colourful
version of Carathéodory’s theorem, see also Exercise 1.4.7.

9. Applications of combinatorial results to containment problems are discussed in
[52, 63]. Here are two examples from these works. The first is considered in
[63] by E. Lutwak:
Let K,L ⊂ R

n be compact convex sets. Suppose that for every simplex Δ such
that L ⊂ Δ, there exists a v ∈ R

n such that K + v ⊂ Δ. Then there exists a
v0 ∈ R

n such that K + v0 ⊂ L.
An inscribed counterpart is discussed in [52]:
Suppose that K,L ⊂ R

n have nonempty interiors. If every simplex contained
in K can be translated inside L, then K can be translated inside L.

10. Let K ⊂ R
n be an n-dimensional compact convex set. Show that there exists a

point c ∈ K such that whenever a ∈ K , b ∈ bd K with c ∈ [a, b], then

‖a − c‖ ≤ n

n + 1
‖a − b‖. (∗)

Hint: Consider the sets

Kx := x + n

n + 1
(K − x), x ∈ K.

Verify that for any points x0, . . . , xn ∈ K we have

1

n + 1
(x0 + · · · + xn) ∈

⋂
Kxi .

Now Helly’s theorem can be applied.
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11.* Let K ⊂ R
n be an n-dimensional compact convex set. Show that c ∈ K has the

property (∗) stated in Exercise 1.2.10 if and only if −(K − c) ⊂ n(K − c).
12. In R

2 the points

x1 =
(

1

0

)

, x2 =
(

1

3

)

, x3 =
(

4

3

)

, x4 =
(

4

0

)

and x =
(

7/4

5/4

)

are given. Confirm that

x = 1

2
x1 + 1

4
x2 + 1

6
x3 + 1

12
x4.

Use the method of proof for Carathéodory’s theorem to express x as a convex
combination of x1, x2, x3.

13. Is the decomposition in Radon’s theorem uniquely determined for m = n + 2
points in R

n?
Hint: See [31].

14. Let u1, . . . , um ∈ R
n \ {0}. Show that

0 ∈ conv{u1, . . . , um} ⇐⇒ R
n =

m⋃

i=1

H+(ui, 0).

Let Rn = ⋃m
i=1 H+(ui, 0). Show that there is a set I ⊂ {1, . . . ,m} with at

most n + 1 elements such that

R
n =

⋃

i∈I

H+(ui, 0).

In words: If N closed halfspaces containing the origin in their boundaries cover
R

n, then at most n + 1 of these halfspaces are needed to cover Rn.

1.3 Topological Properties

Although convexity is a purely algebraic property, it has some useful topological
consequences. For instance, we shall see that a nonempty convex set always
has a nonempty relative interior. In order to prove this seemingly obvious fact,
we first need an auxiliary result. We recall the following definitions and basic
observations.

• Intersections of affine subspaces are affine subspaces (or the empty set).
• The affine hull, aff A, of a nonempty set A ⊂ R

n is the intersection of all affine
subspaces containing A.
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• dim(A) = dim(aff A), where ∅ �= A ⊂ R
n, and this is the maximal number

k ∈ N for which there are affinely independent points x0, . . . , xk ∈ A.
• The relative interior, relint A, of a set A is the interior with respect to aff A as the

ambient space.

These statements should be checked and illustrated with various examples.

Proposition 1.1 If P = conv{x0, . . . , xk} is a k-simplex in R
n, for an integer

k ∈ {1, . . . , n}, then

relint P = {
α0x0 + · · · + αkxk ∈ R

n : αi ∈ (0, 1), α0 + · · · + αk = 1
}
.

In particular, (x0 + · · · + xk)/(k + 1) ∈ relint P .

Proof First, we have

P =
{

k∑

i=0

αixi ∈ R
n : αi ∈ [0, 1],

k∑

i=0

αi = 1

}

= x0 +
{

k∑

i=1

αi(xi − x0) ∈ R
n : αi ∈ [0, 1],

k∑

i=1

αi ≤ 1

}

.

Since x1−x0, . . . , xk −x0 are linearly independent, the linear isomorphism between
k-dimensional vector spaces given by

F : Rk → L := lin{x1 − x0, . . . , xk − x0}, (β1, . . . , βk)
� �→

k∑

i=1

βi(xi − x0),

is a homeomorphism. Hence we deduce

relint P = x0 + F ◦ F−1(relint(P − x0)) = x0 + F(relint F−1(P − x0))

= x0 + F

(

relint

{

(α1 . . . , αk)
� : αi ∈ [0, 1],

k∑

i=1

αi ≤ 1

})

= x0 + F

({

(α1 . . . , αk)
� : αi ∈ (0, 1),

k∑

i=1

αi < 1

})

= x0 +
{

k∑

i=1

αi(xi − x0) : αi ∈ (0, 1),

k∑

i=1

αi < 1

}

= {
α0x0 + · · · + αkxk ∈ R

n : αi ∈ (0, 1), α0 + · · · + αk = 1
}
,

which proves the assertion. ��
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Theorem 1.10 If A ⊂ R
n, A �= ∅, is convex, then relint A �= ∅.

Proof If dim A = k, then A contains k + 1 affinely independent points and hence a
k-simplex P . If k = 0, there is nothing to show. Hence, suppose that k ≥ 1. Then,
by Proposition 1.1, there is some x ∈ relint P . For each such x we have x ∈ relint A.

��
Theorem 1.10 shows that for the investigation of a fixed convex set A, it is useful

to consider the affine hull of A as the basic space, since then A has interior points.
We will often take advantage of this fact by assuming that the affine hull of A is the
whole space R

n. Therefore, proofs in the following frequently start with a sentence
claiming that we may assume (w.l.o.g.) that the convex set under consideration has
dimension n. (Of course, the reader should check these assertions carefully in each
case.)

A further consequence of convexity is that topological notions like interior or
closure of a (convex) set can be expressed in purely geometric terms.

Theorem 1.11 If A ⊂ R
n is convex, then

cl A = {x ∈ R
n : ∃y ∈ A with [y, x) ⊂ A}, (a)

relint A = {x ∈ R
n : ∀y ∈ aff(A) \ {x} ∃z ∈ (x, y) with [x, z] ⊂ A}, (b)

relint A = {x ∈ R
n : ∀y ∈ aff(A) \ {x} ∃z ∈ A with x ∈ (z, y)}. (c)

Again, we first provide an auxiliary result which is of independent interest and
will be applied several times throughout the text.

Proposition 1.2 If A ⊂ R
n is convex, x ∈ cl A, y ∈ relint A, then [y, x) ⊂ relint A.

Proof As explained above, we may assume dim A = n. Let x ∈ cl A, y ∈ relint A
and z ∈ (y, x), that is, z = αy + (1 − α)x, α ∈ (0, 1). We have to show that
z ∈ int A. Since x ∈ cl A, there exists a sequence xk ∈ A, k ∈ N, with xk → x

as k → ∞. Since y ∈ int A, there exists an open ball V ⊂ A centered at y. The
points yk := 1

α
(z − (1 − α)xk) converge to y, as k → ∞. Hence, yk ∈ V if k is

large enough. The convexity of A implies that z ∈ αV + (1 − α)xk ⊂ A. Since
αV + (1 − α)xk is open, we have z ∈ int A (see Fig. 1.3 for an illustration). ��

xk

xy zy z

ykV

Fig. 1.3 Illustration for the proof of Proposition 1.2
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Proof (of Theorem 1.11) The case A = ∅ is trivial, hence we assume now that
A �= ∅.

(a) Let B denote the set on the right-hand side of (a). Then we obviously have
B ⊂ cl A. To show the converse inclusion, let x ∈ cl A. By Theorem 1.10 there
is a point y ∈ relint A, hence by Proposition 1.2 we have [y, x) ⊂ relint A ⊂ A.
Therefore, x ∈ B.

(b) The set on the right-hand side of (b) is denoted by C. If x ∈ relint A and y ∈
aff(A) \ {x}, then z := (1 − ε)x + εy ∈ A if ε ∈ (0, 1) is sufficiently small and
hence z ∈ [x, z] ⊂ A. This yields relint A ⊂ C. For the converse, let x ∈ C.
By Theorem 1.10, we can choose y ∈ relint A. If y = x, we get x ∈ relint A.
Hence, suppose that y �= x. Then 2x − y = x + (x − y) ∈ aff(A) \ {x}. The
definition of C implies that there exists a z ∈ (x, 2x − y) with z ∈ [x, z] ⊂ A.
Then x ∈ (y, z) and Proposition 1.2 shows that x ∈ relint A.

(c) The set on the right-hand side of (c) is denoted by D. If x ∈ relint A and y ∈
aff(A) \ {x}, then zε := (1 − ε)x + y ∈ aff(A) if ε ∈ R. We choose ε < 0 and
|ε| so small that zε ∈ A. Then

x = 1

1 − ε
zε + −ε

1 − ε
y ∈ (zε, y).

Now let x ∈ D. We can choose y ∈ relint A. There is nothing to show if
x = y. Suppose that x �= y. By assumption, there is some z ∈ A such that
x ∈ (y, z) ⊂ [y, z) ⊂ relint A. ��

Remark 1.12 Theorem 1.11 shows that (and how) topological notions like the
interior and the closure of a set can be defined for convex sets A on a purely algebraic
basis, without the need to specify a topology on the underlying space. This fact can
be used in arbitrary real vector spaces V (without a given topology) to introduce and
study “topological properties” of convex sets.

In view of Remark 1.12, we deduce the following two corollaries from The-
orem 1.11 and Proposition 1.2, instead of giving a direct proof based on the
topological notions ‘relint’ and ‘cl’.

Corollary 1.2 For a convex set A ⊂ R
n, the sets relint A and cl A are convex.

Proof The convexity of relint A follows immediately from Proposition 1.2.
For the convexity of cl A, suppose that x1, x2 ∈ cl A and α ∈ (0, 1). From

Theorem 1.11 (a), we get points y1, y2 ∈ A with [y1, x1) ⊂ A, [y2, x2) ⊂ A.
Hence

α[y1, x1) + (1 − α)[y2, x2) ⊂ A.

Since αy1 + (1 − α)y2 ∈ A and

[αy1 + (1 − α)y2, αx1 + (1 − α)x2) ⊂ α[y1, x1) + (1 − α)[y2, x2) ⊂ A,

we obtain αx1 + (1 − α)x2 ∈ cl A, again from Theorem 1.11 (a). ��
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Corollary 1.3 For a convex set A ⊂ R
n,

cl A = cl relint A

and

relint A = relint cl A.

Proof The inclusion cl relint A ⊂ cl A is obvious. Let x ∈ cl A. By Theorem 1.10
there is a y ∈ relint A and by Proposition 1.2 we have [y, x) ⊂ relint A. But then
clearly x ∈ cl relint A.

The inclusion relint A ⊂ relint cl A is again obvious. Let x ∈ relint cl A. Since
cl A is convex by Corollary 1.2, we can apply Theorem 1.11 in aff A = aff cl A to
cl A. By Theorem 1.10 there exists some y ∈ relint A. If y = x, then x ∈ relint A.
If y �= x, we obtain z ∈ cl A such that x ∈ (z, y) ⊂ relint A, by Proposition 1.2. ��

We finally study the topological properties of the convex hull operator. For a
closed set A ⊂ R

n, the convex hull conv A need not be closed. A simple example is
given by the set

A := {(t, t−1) : t > 0} ∪ {(0, 0)} ⊂ R
2.

However, the convex hull operator behaves well with respect to open and
compact sets.

Theorem 1.12 If A ⊂ R
n is (relatively) open, then conv A is (relatively) open. If

A ⊂ R
n is compact, then conv A is compact.

Proof Let A be open and x ∈ conv A. Then there exist xi ∈ A and αi ∈ (0, 1],
i ∈ {1, . . . , k}, such that x = α1x1 + · · · + αkxk and α1 + · · · + αk = 1. We can
choose a ball U around the origin such that U + xi ⊂ A ⊂ conv A, i = 1, . . . , k.
Since

U + x = α1(U + x1) + · · · + αk(U + xk) ⊂ conv A,

we have x ∈ int conv A, hence conv A is open. For a relatively open set, we argue in
the same way, in the affine hull of the set.

Now let A be compact. Since A is contained in a ball Bn(r), we have conv A ⊂
Bn(r), that is, conv A is bounded. In order to show that conv A is closed, let xk → x,
xk ∈ conv A, for k ∈ N. By Theorem 1.9, each xk has a representation

xk = αk0xk0 + · · · + αknxkn
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with

αki ∈ [0, 1],
n∑

i=0

αki = 1, and xki ∈ A.

Since A and [0, 1] are compact, we find a subsequence (kr )r∈N in N such that
the 2n + 2 sequences (xkr j )r∈N, j = 0, . . . , n, and (αkr j )r∈N, j = 0, . . . , n, all
converge. We denote the limits by yj and βj , j = 0, . . . , n. Then, we have yj ∈ A,
βj ∈ [0, 1], β0 + · · ·+βn = 1, and x = β0y0 + · · ·+βnyn. Hence, x ∈ conv A. ��
Remark 1.13 Theorem 1.12 in particular implies again that a convex polytope P is
compact.

Remark 1.14 We give an alternative argument for the first part of Theorem 1.12
(following a suggestion of Mathew Penrose). Let A be relatively open and x ∈
conv A. Then there exist xi ∈ A and αi ∈ (0, 1], i ∈ {1, . . . , k}, such that x =
α1x1 + · · · + αkxk and α1 + · · · + αk = 1. If k = 1, the assertion is clear. If k ≥ 2
(and hence α1 �= 1), then we have

x = α1x1 + (1 − α1)

k∑

j=2

αj

1 − α1
xj

︸ ︷︷ ︸
=:y

.

Since x1 ∈ A = relint A ⊂ relint conv A and y ∈ conv A, Proposition 1.2 yields
that x ∈ (x1, y) ⊂ relint conv A.

Remark 1.15 For an alternative argument for the second part of Theorem 1.12,
define

C := {(α0, . . . , αn, x0, . . . , xn) ∈ [0, 1]n+1 × An+1 : α0 + · · · + αn = 1}

and

f : C → conv A, f (α0, . . . , αn, x0, . . . , xn) :=
n∑

i=0

αixi.

Clearly, f is continuous and C is compact. Hence f (C) is compact. By
Carathéodory’s theorem, f (C) = conv A, which shows that conv A is compact.
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Exercises and Supplements for Sect. 1.3

1. Let P = conv{a0, . . . , an} be an n-simplex in R
n and x ∈ int P .

Show that the polytopes

Pi := conv{a0, . . . , ai−1, x, ai+1, . . . , an}, i = 0, . . . , n,

are n-simplices with pairwise disjoint interiors and that

P =
n⋃

i=0

Pi.

2. Show that, for A ⊂ R
n,

cl convA =
⋂

{B ⊂ R
n : B ⊃ A, B closed and convex}.

3.*Let A,B ⊂ R
n be convex.

(a) Show that relint(A + B) = relint A + relint B.
(b) If A (or B) is bounded, show that cl(A + B) = cl A + cl B.
(c) Show by an example that (b) may be wrong if neither A nor B is assumed to

be bounded.

4. Let A,B ⊂ R
n be convex, A closed, B compact. Show that A + B is closed

(and convex). Give an example which shows the need of the assumption of
compactness of one of the sets A,B for this statement.

5. Let K,L ⊂ R
n be nonempty closed sets. Suppose that K ∪ L is convex and

dim(L) < dim(K). Show that then L ⊂ K .
6. The diameter diam(A) of a nonempty bounded set A ⊂ R

d is defined by

diam(A) := sup{‖x − y‖ : x, y ∈ A}.
Let A ⊂ R

d be nonempty and bounded. Show that diam(A) = diam(conv(A))

and diam(A) = diam(cl(A)).
7. Let A ⊂ R

n be a convex set which meets each line in a closed set. Show that then
A is a closed set. Is this conclusion still correct if the assumption of convexity is
dropped?

1.4 Support and Separation

Convex sets are sets which contain with their elements also all convex combinations
of these elements. In this section, we consider a description of convex sets which
is of a dual nature, in the sense that convex sets A are obtained as intersections of
halfspaces. For such a result, we have to assume that A is a closed set.
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We start with results on the metric projection which are of independent interest.

Theorem 1.13 Let A ⊂ R
n be nonempty, closed and convex. Then for each x ∈ R

n,
there is a unique point p(A, x) ∈ A satisfying

‖p(A, x) − x‖ = inf
y∈A

‖y − x‖.

Definition 1.7 The mapping p(A, ·) : Rn → A is called the metric projection onto
the nonempty, closed and convex set A ⊂ R

n.

See Fig. 1.4 for an illustration of the metric projection p(A, x) of a point x onto
a set A.

Proof (of Theorem 1.13) For x ∈ A, we obviously have p(A, x) = x. For x /∈ A,
there is some r > 0 such that A ∩ Bn(x, r) �= ∅, and hence

inf
y∈A

‖y − x‖ = inf
y∈A∩Bn(x,r)

‖y − x‖.

Since A ∩ Bn(x, r) is compact and f (y) := ‖y − x‖, y ∈ R
n, defines a continuous

map, there is a point y0 ∈ A ∩ Bn(x, r) realizing the minimum of f on A.
If y1 ∈ A is a second point realizing this minimum, then y2 := 1

2 (y0 + y1) ∈ A

and ‖y2 − x‖ < ‖y0 − x‖, by Pythagoras’ theorem (see Fig. 1.5).
This is a contradiction and hence the metric projection p(A, x) is unique.

Fig. 1.4 The metric
projection p(A, x) of the
point x onto the convex set A

x

p(A, x )

A

Fig. 1.5 Uniqueness of the
nearest point in a closed
convex set

y0 y2 y1

x
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In the last step, we can also argue analytically. Put a := ‖y0 − x‖ = ‖y1 − x‖.
Then

a2 ≤
∥
∥
∥
∥

1

2
(y0 + y1) − x

∥
∥
∥
∥

2

=
∥
∥
∥
∥
y0 − x

2
+ y1 − x

2

∥
∥
∥
∥

2

= 1

4
a2 + 1

4
a2 + 1

2
〈y0 − x, y1 − x〉

≤ 1

2
a2 + 1

2
‖y0 − x‖ ‖y1 − x‖ ≤ 1

2
a2 + 1

2
a2 = a2,

where we used the Cauchy–Schwarz inequality. By the equality condition of this
inequality, we deduce that y0 − x = λ(y1 − x) for some λ > 0. But then λ = 1 and
thus y0 − x = y1 − x, hence y0 = y1. ��
Remark 1.16 As the above proof shows, the existence of a nearest point p(A, x) is
guaranteed for all closed sets A. The convexity of A implies that p(A, x) is uniquely
determined. A more general class of sets consists of closed sets A for which the
uniqueness of p(A, x) holds at least in an ε-neighbourhood of A, that is, for x ∈
A + εBn, with ε > 0. Such sets are called sets of positive reach, and the largest ε

for which uniqueness of the metric projection holds is called the reach of A. Convex
sets thus have reach ∞.

Definition 1.8 Let A ⊂ R
n be closed and convex, and let E = {f = α} be a

hyperplane. Then E is called a supporting hyperplane of A if A ∩ E �= ∅ and A

is contained in one of the two closed halfspaces {f ≤ α} or {f ≥ α}. A halfspace
containing A and bounded by a supporting hyperplane of A is called a supporting
halfspace of A, the set A ∩ E is called a support set and any x ∈ A ∩ E is called
a supporting point. If E is a supporting hyperplane of A, we shortly say that the
hyperplane E supports A.

Example 1.8 The set

A := {(a, b) ∈ R
2 : b ≥ a−1, a > 0}

is closed and convex. The line g := {a + b = 2} is a supporting line, since (1, 1) ∈
A∩g and A ⊂ {a + b ≥ 2}. The lines h := {a = 0} and k := {b = 0} bound the set
A, but are not supporting lines, since they do not have a point in common with A.

Theorem 1.14 Let A ⊂ R
n be nonempty, closed and convex. Let x ∈ R

n \ A.
Then the hyperplane E through p(A, x), orthogonal to x − p(A, x), supports A.
Moreover, the halfspace H bounded by E and not containing x is a supporting
halfspace.

Proof Obviously, x /∈ E. Since p(A, x) ∈ E ∩ A, it remains to show that A ⊂ H .
Assume that there is a y ∈ A, y /∈ H . Then 〈y − p(A, x), x − p(A, x)〉 > 0. We
consider the orthogonal projection ȳ of x onto the line through p(A, x) and y. By
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p(A, x )

x y

y′

E

AH

Fig. 1.6 Supporting hyperplanes through image points of the metric projection map. Illustration
for the first proof of Theorem 1.14

Pythagoras’ theorem, ‖ȳ−x‖ < ‖p(A, x)−x‖. If ȳ ∈ (p(A, x), y], we put y ′ := ȳ

(see Fig. 1.6). Otherwise, we have y ∈ (p(A, x), ȳ] and put y ′ := y.
In both cases we obtain a point y ′ ∈ (p(A, x), y] ⊂ A with ‖y ′ − x‖ <

‖p(A, x) − x‖. This is a contradiction, hence we conclude A ⊂ H . ��

Proof (Second Proof) Let a ∈ A. Then F : t �→ ‖(1 − t)p(A, x) + ta − x‖2,
t ∈ [0, 1], has a global minimum at t = 0. Hence F ′(0) ≥ 0, that is,

〈a − p(A, x), x − p(A, x)〉 ≤ 0.

Since a ∈ A is arbitrary, it follows that

A ⊂ {z ∈ R
n : 〈z − p(A, x), x − p(A, x)〉 ≤ 0} =: H,

p(A, x) ∈ E, and x ∈ R
n \ H . ��

Corollary 1.4 Every nonempty, closed convex set A ⊂ R
n, A �= R

n, is the
intersection of all closed halfspaces which contain A. More specifically, A is the
intersection of all of its supporting halfspaces.

Proof Obviously, A lies in the intersection B of its supporting halfspaces. For x /∈
A, Theorem 1.14 yields the existence of a supporting halfspace H of A with x /∈ H .
Hence x /∈ B. ��

Theorem 1.14 and Corollary 1.4 do not imply that every boundary point of A is a
support point. In order to show such a result, we approximate x ∈ bd A by points xk

from R
n \A and consider the corresponding supporting hyperplanes Ek which exist

by Theorem 1.14. For xk → x, we want to define a supporting hyperplane in x as
the limit of the Ek. A first step in this direction is to prove that p(A, xk) → p(A, x)

(where p(A, x) = x), that is, p(A, ·) is continuous. We even show now that p(A, ·)
is Lipschitz continuous with Lipschitz constant 1.
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Theorem 1.15 Let A ⊂ R
n be nonempty, closed and convex. Then

‖p(A, x) − p(A, y)‖ ≤ ‖x − y‖

for x, y ∈ R
n.

Proof In the proof, we abbreviate p(A, ·) by p. Let x, y ∈ R
n. By the second proof

for Theorem 1.14 we then obtain, by choosing a = p(y) for the first inequality and
arguing by symmetry for the second,

〈x − p(x), p(y) − p(x)〉 ≤ 0 and 〈y − p(y), p(x) − p(y)〉 ≤ 0.

Note that this holds for x /∈ A and y /∈ A, respectively, but the inequalities remain
true also for x ∈ A and y ∈ A, since then both sides are zero. Addition of these two
inequalities yields

〈p(y) − p(x), p(y) − y + x − p(x)〉 ≤ 0,

and therefore

‖p(y) − p(x)‖2 ≤ 〈p(y) − p(x), y − x〉 ≤ ‖p(y) − p(x)‖ · ‖y − x‖,

where the Cauchy–Schwarz inequality was used for the last estimate. If p(x) �=
p(y), this yields the required inequality. The case p(x) = p(y) is trivial. ��
Theorem 1.16 (Support Theorem) Let A ⊂ R

n be closed and convex. Then
through each boundary point of A there exists a supporting hyperplane.

Proof For given x ∈ bd A and k ∈ N, we choose xk ∈ Bn(x, 1), xk /∈ A, and such
that ‖x − xk‖ < 1

k
. Then

‖x − p(A, xk)‖ = ‖p(A, x) − p(A, xk)‖ ≤ ‖x − xk‖ <
1

k

by Theorem 1.15. Since xk , p(A, xk) are interior points of Bn(x, 1), there is a
(unique) boundary point yk of Bn(x, 1) such that xk ∈ (p(A, xk), yk). Theorem 1.14
then implies that p(A, yk) = p(A, xk). In view of the compactness of Bn(x, 1), we
may choose a converging subsequence ykr → y. By Theorem 1.15, p(A, ykr ) →
p(A, y) and p(A, ykr ) = p(A, xkr ) → p(A, x) = x, hence p(A, y) = x. Since
y ∈ bd Bn(x, 1), we also know that x �= y. The assertion now follows from
Theorem 1.14. ��
Remark 1.17 Supporting hyperplanes, halfspaces and points can be defined for
nonconvex sets A as well. However, in general they only exist if conv A is closed
and not all of Rn. Then conv A is the intersection of all supporting halfspaces of A.
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Some of the previous results can be interpreted as separation theorems, in the
sense of the following definition.

Definition 1.9 For two sets A,B ⊂ R
n and a hyperplane E = {f = α}, we say

that E separates A and B if either A ⊂ {f ≤ α}, B ⊂ {f ≥ α} or A ⊂ {f ≥
α}, B ⊂ {f ≤ α}. We say that convex sets A and B can be properly separated if
there exists a separating hyperplane which does not contain both A and B.

Theorem 1.14 then says that a closed convex set A and a point x /∈ A can be
separated by a hyperplane (there is even a separating hyperplane which has positive
distance to both, A and x). This result can be extended to compact convex sets B

(instead of the point x). Moreover, Theorem 1.16 states that each boundary point
of A can be separated from A by a hyperplane. The following result provides a
necessary and sufficient condition for the proper separation of two nonempty convex
sets.

Theorem 1.17 (Separation Theorem) Let A,B ⊂ R
n be nonempty and convex

sets in R
n. Then

relint A ∩ relint B = ∅

if and only if A and B can be properly separated.

Proof Suppose that relint A ∩ relint B = ∅. Then, clearly 0 /∈ relint A − relint B,
and hence Exercise 1.3.3 (a) implies that 0 /∈ relint(A − B).

First, observe that cl(A − B) is nonempty, closed and convex. We distinguish
two cases. If 0 /∈ cl(A − B), we apply Theorem 1.14. If 0 ∈ cl(A − B), we apply
Theorem 1.16. In both cases, we obtain a hyperplane E = {f = 0} through 0
with A − B ⊂ {f ≤ 0}. Then f (a) ≤ f (b) for a ∈ A and b ∈ B. Put α :=
supa∈A f (a) ≤ f (b) < ∞, for any b ∈ B, so that A ⊂ {f ≤ α}. Since f (b) ≥ α,
for b ∈ B, we conclude that B ⊂ {f ≥ α}. In order to obtain a properly separating
hyperplane, we apply this argument in the affine hull of A ∪ B and then extend the
hyperplane with respect to the affine hull to a hyperplane of Rn by adding the linear
subspace orthogonal to the affine hull.

For the converse, simply observe that if E is a separating hyperplane for A and
B and x0 ∈ relint A ∩ relint B, then we first get x0 ∈ E and then A,B ⊂ E. Hence
E cannot be a properly separating hyperplane. ��
Remark 1.18 Let A,B ⊂ R

n be convex, A closed, B compact, and assume that
A ∩ B = ∅. Then there is a hyperplane {f = γ } and an ε > 0 such that A ⊂
{f ≥ γ + ε} and B ⊂ {f ≤ γ − ε}. In this case, we say that A and B are strongly
separated by the hyperplane {f = γ }. This strong separation result is the subject of
Exercise 1.4.4.

Remark 1.19 Some of the properties which we derived are characteristic for
convexity. For example, a closed set A ⊂ R

n such that each x /∈ A has a
unique metric projection onto A, must be convex (Motzkin’s Theorem). Also the
Support Theorem has a converse. A closed set A ⊂ R

n, int A �= ∅, such that each
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boundary point is a support point, must also be convex. For proofs of these results,
see for instance [81, Theorem 1.2.4 and Theorem 1.3.3], [93, Theorem 7.5.5] or
Exercises 1.4.1 and 1.4.2.

Remark 1.20 Let A ⊂ R
n be nonempty, closed and convex. Then, for each direction

u ∈ S
n−1, there is a supporting hyperplane E(u) of A in direction u (i.e., with outer

normal u) if and only if A is compact (see Exercise 1.4.3).

Remark 1.21 In infinite-dimensional topological vector spaces V , similar support
and separation theorems hold true. However, there are some important differences,
mainly due to the fact that convex sets A in V need not have relative interior points.
Therefore a common assumption is that int A �= ∅. Otherwise it is possible that A

is closed but does not have any support points, or, in the other direction, that every
point of A is a support point (although A does not lie in a hyperplane).

For the rest of this section, we consider convex polytopes and show that
every polytope P can be obtained as the intersection of finitely many supporting
halfspaces of P . In other words, we show that polytopes are polyhedral sets. In the
following definition, we distinguish support sets according to their dimension.

Definition 1.10 A support set F of a closed convex set A ⊂ R
n is called a

k-support set if dim F = k, where k ∈ {0, . . . , n − 1}. The 1-support sets of A

are called edges, and the (n − 1)-support sets of A are called facets. Sometimes we
also call the support sets of A of dimension dim(A) − 1 facets of A.

Theorem 1.18 The 0-support sets of a polytope P ⊂ R
n are precisely the sets of

the form {x}, x ∈ vert P .

Proof Let {x} be a 0-support set of P . Hence there is a supporting hyperplane {f =
β} such that P ⊂ {f ≤ β} and P ∩{f = β} = {x}. But then P \{x} = P ∩{f < β}
is convex, hence x ∈ vertP .

Conversely, let x ∈ vertP and let vert (P ) \ {x} = {x1, . . . , xk}, k ≥ 1 (the case
vert (P ) = {x} is obvious). Then, x /∈ Q := conv{x1, . . . , xk}. By Theorem 1.14
there exists a supporting hyperplane {f = α} of Q through p(Q, x) with supporting
halfspace {f ≤ α} and such that β := f (x) > α. Let y ∈ P , that is,

y =
k∑

i=1

αixi + αk+1x, αi ≥ 0,

k+1∑

i=1

αi = 1.

Then

f (y) =
k∑

i=1

αi f (xi)︸ ︷︷ ︸
≤α<β

+αk+1f (x) ≤ β
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and equality holds if and only if α1 = · · · = αk = 0 and αk+1 = 1, that is, y = x.
Hence {f ≤ β} is a supporting halfspace and P ∩ {f = β} = {x}, thus x is a
0-support set of P . ��
Remark 1.22 In the following, we will no longer distinguish strictly between 0-
support sets and vertices, although the former are sets consisting of one point and
the latter are points.

Theorem 1.19 Let P ⊂ R
n be a polytope with vert P = {x1, . . . , xk} and let F be

a support set of P . Then F = conv{xi : xi ∈ F }.
Proof Assume that F = P ∩ {f = α} and P ⊂ {f ≤ α}. Suppose (w.l.o.g.)
that x1, . . . xm ∈ F , for some m ∈ {1, . . . , k}, and xm+1, . . . , xk /∈ F . Then,
xm+1, . . . , xk ∈ {f < α}, that is, f (xj ) = α − δj , δj > 0, j = m + 1, . . . , k.

Let x ∈ P with x = α1x1 + · · · + αkxk, αi ≥ 0, and α1 + · · · + αk = 1. Then

f (x) = α1f (x1) + · · · + αkf (xk) = α − αm+1δm+1 − · · · − αkδk.

Hence, x ∈ F if and only if αm+1 = · · · = αk = 0. ��
Remark 1.23 Theorem 1.19 implies, in particular, that a support set of a polytope
is a polytope and that there are only finitely many support sets.

Theorem 1.20 Every polytope P ⊂ R
n is a polyhedral set.

Proof If dim P = k < n and E := aff P , we first observe that E can be written
as an intersection of r = 2(d − k) halfspaces H̃1, . . . , H̃r in R

n, E = ⋂r
j=1 H̃j .

Suppose we already know that P is polyhedral in E, that is,

P =
m⋂

i=1

Hi,

where Hi ⊂ E are k-dimensional halfspaces. If E⊥ denotes the linear subspace
orthogonal to the linear subspace which spans E, then

P =
m⋂

i=1

(Hi ⊕ E⊥) ∩
r⋂

j=1

H̃j .

Hence, it follows that P is polyhedral in R
n.

It remains to treat the case dim P = n. For this, let F1, . . . , Fm be the support
sets of P and let H1, . . . , Hm be the corresponding supporting halfspaces, that is,
P ⊂ Hi and Fi = P ∩ bd Hi for i = 1, . . . ,m. Then we have

P ⊂ H1 ∩ · · · ∩ Hm =: P ′.
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Assume there is an x ∈ P ′ \P . We choose y ∈ int P and consider [y, x] ∩ P . Since
P is compact and convex (and x /∈ P ), there is a z ∈ (y, x) with {z} = [y, x]∩bd P .
By the support theorem there is a supporting hyperplane of P through z, and hence
there is a support set Fi of P with z ∈ Fi ⊂ bd Hi . On the other hand, since
y ∈ int Hi , x ∈ P ′ ⊂ Hi , and z ∈ (y, x), we have z ∈ int Hi , a contradiction. ��

Exercises and Supplements for Sect. 1.4

1. Let A ⊂ R
n be closed and int A �= ∅. Show that A is convex if and only if every

boundary point of A is a support point. Does the assertion remain true without
the assumption int A �= ∅?

2. Let A ⊂ R
n be closed. Suppose that for each x ∈ R

n there is a unique point
p(A, x) ∈ A such that ‖x − p(A, x)‖ = min{‖x − y‖ : y ∈ A}. Show that A

is convex (Motzkin’s theorem).
3.* Let A ⊂ R

n be nonempty, closed and convex. Show that A is compact if and
only if for each u ∈ S

n−1 there is some α ∈ R such that A ⊂ H−(u, α).
4. Let A,B ⊂ R

n be convex, A closed, B compact, and assume that A ∩ B = ∅.
Show that there is a hyperplane {f = γ } and there is an ε > 0 such that
A ⊂ {f ≥ γ + ε} and B ⊂ {f ≤ γ − ε}.

5. A Bavarian farmer is the happy owner of a large herd of happy cows, consisting
of totally black and totally white animals. One day he finds them sleeping in the
sun in his largest meadow. Watching them, he notices that for any four cows it
would be possible to build a straight fence separating the black cows from the
white ones.
Show that the farmer could build a straight fence, separating the whole herd
into black and white animals.
Hint: Cows are lazy. When they sleep, they sleep—even if you build a fence
across the meadow. Warning: Cows are not convex and certainly they are not
points.

6. Let F1, . . . , Fm be the facets of an n-dimensional polytope P ⊂ R
n, and let

H1, . . . , Hm be the corresponding supporting halfspaces containing P . Show
that

P =
m⋂

i=1

Hi. (∗)

(This is a generalization of the representation shown in the proof of Theo-
rem 1.20.) Show further that the representation (∗) is minimal in the sense that,
for each representation

P =
⋂

i∈I

H̃i,

with a family of halfspaces {H̃i : i ∈ I }, we have {H1, . . . , Hm} ⊂ {H̃i : i ∈ I }.
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7. Let A1, . . . , An+1 ⊂ R
n be sets. Suppose that x ∈ ∩n+1

i=1 conv(Ai). Then there
are points ai ∈ Ai for i = 1, . . . , n + 1 such that x ∈ conv{a1, . . . , an+1}.
Interpretation The points of the set Ai are assigned the colour i. Then the
result says that if a point lies in the convex hull of the points having colour
i, for i = 1, . . . , n + 1, then the point is in the convex hull of a colourful
simplex the vertices of which show the n + 1 different colours. In the special
case of equal sets A1 = . . . = An+1 =: A (all the points of A exhibit all n + 1
colours), the assertion follows from Carathéodory’s theorem. For this reason,
the assertion is a colourful version of Carathéodory’s theorem.

8.* Let A ⊂ R
n be closed and convex. Show that the intersection of a family of

support sets of A is a support set of A or the empty set.
9. Let K1, . . . ,Km ⊂ R

n be compact convex sets with
⋂m

i=1 Ki = ∅. Show that
there are closed halfspaces H+

1 , . . . , H+
m ⊂ R

n such that Ki ⊂ H+
i for i =

1, . . . ,m and such that
⋂m

i=1 H+
i = ∅.

10. Let A := {(0, y, 1)� ∈ R
3 : y ∈ R} and B := {(x, y, z)� ∈ R

3 : x, y, z ≥
0, xy ≥ z2}. Show that A,B are disjoint, closed, convex sets. Determine the
distance of the sets, that is,

d(A,B) := inf{‖a − b‖ : a ∈ A, b ∈ B}.

Determine all hyperplanes separating A and B.
11.* For A ⊂ R

n and a ∈ A, let

N(A, a) := {u ∈ R
n : 〈u, x − a〉 ≤ 0 for x ∈ A}.

Prove the following assertions.

(a) N(A, a) is a closed convex cone and N(A, a) = N(cl A, a). (A set C ⊂ R
n

is called a cone if λC ⊂ C for λ ≥ 0.)
(b) If A is convex, then N(A, a) = N(A ∩ Bn(a, ε), a), for ε > 0.
(c) If A is convex and a ∈ bd A, then dim N(A, a) ≥ 1, whereas N(A, a) =

{0} if a ∈ int A.

The set N(A, a) is called the normal cone of A at a.
12.* Let A,B ⊂ R

n, a ∈ A and b ∈ B. Show that

N(A + B, a + b) = N(A, a) ∩ N(B, b).

13.* Let A,B ⊂ R
n be convex sets and c ∈ A ∩ B. Suppose that relint(A) ∩

relint(B) �= ∅. Show that

N(A ∩ B, c) = N(A, c) + N(B, c).

In particular, the sum N(A, c) + N(B, c) is closed.
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1.5 Extremal Representations

In the previous section, we have seen that the trivial representation of a closed
convex set A ⊂ R

n as the intersection of all closed convex sets containing A can
be improved to a nontrivial one, where A is represented as the intersection of the
supporting halfspaces of A. On the other hand, we have the trivial representation of
A as the set of all convex combinations of points of A. Therefore, it is natural to
discuss the corresponding nontrivial problem of finding a subset B ⊂ A, as small as
possible, for which A = conv B holds. Although there are some general results for
closed convex sets A (see, e.g., Exercises 1.5.10 and 1.5.11), we shall concentrate
on the compact case, where we can give a simple solution for this problem which is
easy to state.

Definition 1.11 Let A ⊂ R
n be closed and convex. A point x ∈ A is called an

extreme point of A if x cannot be represented as a nontrivial convex combination of
points of A, that is, if x = αy + (1 − α)z with y, z ∈ A and α ∈ (0, 1), implies that
x = y = z. The set of all extreme points of A is denoted by ext A.

Remark 1.24 If A is a closed halfspace in R
n and n ≥ 2, then ext A = ∅. In general,

ext A �= ∅ if and only if A does not contain any lines (see Exercise 1.5.1).

Remark 1.25 For x ∈ A, we have x ∈ ext A if and only if A \ {x} is convex. In fact,
assume that x ∈ ext A. Let y, z ∈ A \ {x}. Then [y, z] ⊂ A. If [y, z] �⊂ A \ {x}, then
x = αy+(1−α)z for some α ∈ (0, 1). Since x ∈ ext A, it follows that x = y = z, a
contradiction. Hence [y, z] ⊂ A\{x}, i.e., A\{x} is convex. Conversely, assume that
A \ {x} is convex. Let y, z ∈ A and let α ∈ (0, 1) be such that x = αy + (1 − α)z.
If y �= x and z �= x, then y, z ∈ A \ {x} and therefore x ∈ [y, z] ⊂ A \ {x}, a
contradiction. Therefore, y = x or z = x, which implies that x = y = z.

Remark 1.26 For a polytope P , Remark 1.25 yields that ext P = vertP .

Remark 1.27 If {x} is a support set of A, then x ∈ ext A. The converse is false, as
the simple example of a planar set A shows, where A is the sum of a circle and a
segment. Each of the points xi is extreme, but {xi} is not a support set (see Fig. 1.7).

Remark 1.27 explains why the following definition is relevant.

Fig. 1.7 A convex set A and
the extreme points x1, . . . , x4

x1 x2

x3 x4

A
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Definition 1.12 Let A ⊂ R
n be closed and convex. A point x ∈ A is called an

exposed point if {x} is a support set (that is, a 0-support set) of A. The set of all
exposed points of A is denoted by exp A.

Remark 1.28 In view of Remark 1.27 we have exp A ⊂ ext A.

Theorem 1.21 (Minkowski’s Theorem) Let K ⊂ R
n be compact and convex.

Let A ⊂ K . Then K = conv A if and only if ext K ⊂ A. In particular, K =
conv(ext K).

Proof Suppose K = conv A and x ∈ ext K . Assume x /∈ A. Then A ⊂ K \ {x}.
Since K \ {x} is convex, K = conv A ⊂ K \ {x}, a contradiction.

In the other direction, we need only show that K = conv ext K . We prove this by
induction on n. For n = 1, a compact convex subset of R1 is a segment [a, b] and
ext[a, b] = {a, b}.

Let n ≥ 2 and suppose the result holds in dimension n − 1. Since ext K ⊂ K ,
we obviously have conv ext K ⊂ K . To prove the reverse inclusion, let x ∈ K

and let g be an arbitrary line through x. Then g ∩ K = [y, z] with x ∈ [y, z]
and y, z ∈ bd K . By the support theorem, y, z are support points, that is, there are
supporting hyperplanes Ey,Ez of K with y ∈ K1 := Ey∩K and z ∈ K2 := Ez∩K .
By the induction hypothesis, applied in Ey,Ez, we get

K1 = conv(ext K1), K2 = conv(ext K2).

We have ext K1 ⊂ ext K . Namely, consider u ∈ ext K1 and suppose that u =
αv+(1−α)w for v,w ∈ K and α ∈ (0, 1). Since u lies in the supporting hyperplane
Ey , the same must hold for v and w. Hence v,w ∈ K1 and since u ∈ ext K1, we
obtain u = v = w. Therefore, u ∈ ext K .

In the same way, we get ext K2 ⊂ ext K and thus

x ∈ [y, z] ⊂ conv (conv(ext K1) ∪ conv(ext K2))

⊂ conv(ext K),

which completes the proof. ��
Remark 1.29 If K ⊂ R

n is compact and convex then ext K is a closed set for
n = 2, but in general this is not true for n ≥ 3 as examples show. In view of this, it
is perhaps surprising that conv ext K is still compact, as Theorem 1.21 shows.

Remark 1.30 A generalization of Minkowski’s theorem to closed convex sets is
treated in Exercises 1.5.8–11. A representation theorem for polyhedral cones is the
subject of Exercises 1.5.12–14.

Corollary 1.5 Let P ⊂ R
n be compact and convex. Then P is a polytope if and

only if ext P is finite.
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Proof If P is a polytope, then Theorem 1.4 and Remark 1.26 show that ext P is
finite. For the converse, assume that ext P is finite, hence ext P = {x1, . . . , xk}.
Theorem 1.21 then shows P = conv{x1, . . . , xk}, hence P is a polytope. ��

Now we are able to prove a converse of Theorem 1.20.

Theorem 1.22 Let P ⊂ R
n be a bounded polyhedral set. Then P is a polytope.

Proof Clearly, P is compact and convex. We show that ext P is finite.
Let x ∈ ext P and assume P = ⋂k

i=1 Hi with halfspaces Hi bounded by the
hyperplanes Ei , i = 1, . . . , k. We consider the convex set

D :=
k⋂

i=1

Ai,

where

Ai =
{

Ei, x ∈ Ei,

int Hi, x /∈ Ei.

Then x ∈ D ⊂ P . Since x is an extreme point and D is relatively open as the
intersection of an affine subspace and an open set, we get dim D = 0, hence D =
{x}. Since there are only finitely many different sets D, ext P must be finite. The
result now follows from Corollary 1.5. ��
Remark 1.31 This result together with Theorem 1.20 now shows that the intersec-
tion of finitely many polytopes is again a polytope.

If in Theorem 1.21 we replace the set ext K by exp K , the corresponding result
will be wrong in general, as simple examples show (compare Theorem 1.21 and
Remark 1.27). In particular, even in the plane the set of exposed points of a
compact convex set need not be compact. There is, however, a modified version
of Theorem 1.21 which holds for exposed points.

Theorem 1.23 Let K ⊂ R
n be compact and convex. Then

K = cl conv(exp K).

Proof For the proof (see Fig. 1.8 for an illustration), we can assume that K consists
of more than one point. Since K is compact, for each x ∈ R

n there exists a point
yx ∈ K farthest away from x, that is, a point with

‖yx − x‖ = max
y∈K

‖y − x‖.
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Fig. 1.8 Illustration for the proof of Theorem 1.23

The hyperplane E through yx orthogonal to yx − x �= 0 is then a supporting
hyperplane of K and we have E ∩ K = {yx}, hence yx ∈ exp K . Let

K̂ := cl conv{yx : x ∈ R
n}.

Then K̂ ⊂ K , thus K̂ is compact and convex.
Assume that there exists an x ∈ K\K̂ . Then, by Theorem 1.14 the hyperplane E′

through x̄ := p(K̂, x) with normal x − x̄ is a supporting hyperplane of K̂ . Consider
the ray s := x + [0,∞)(x̄ − x). On s we can find a point z with

‖x − z‖ > max
y∈K̂

‖y − z‖. (1.4)

To see this, we first choose an orthogonal spherical cylinder

W ⊂ {z ∈ R
n : 〈z − x̄, x − x̄〉 ≤ 0},

with radius r and height 2r , where r is large enough so that K̂ ⊂ W , and such
that x̄ is the center of one of the two bases of W . Then we choose z ∈ s such that
‖z − x̄‖ ≥ max{r, (r2 − δ2)/(2δ)} with δ := ‖x − x̄‖. This implies that

‖z − a‖2 ≤ ‖z − x̄‖2 + r2 < ‖z − x‖2 = (‖z − x̄‖ + δ)2

for a ∈ W , and hence there is a ball B with center z ∈ s and such that K̂ ⊂ W ⊂ B,
but x /∈ B, which yields (1.4).

By definition of K̂ , there exists a yz ∈ K̂ with

‖yz − z‖ = max
y∈K

‖y − z‖ ≥ ‖x − z‖ > max
y∈K̂

‖y − z‖,
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by (1.4), a contradiction. Therefore, K = K̂. Since yx ∈ exp K , for x ∈ R
n, we

obtain

K = K̂ ⊂ cl conv exp K ⊂ K,

hence K = cl conv exp K . ��
Corollary 1.6 (Straszewicz’s Theorem) Let K ⊂ R

n be compact and convex.
Then

ext K ⊂ cl exp K.

Proof By Theorems 1.23 and 1.12, we have

K = cl conv exp K ⊂ cl conv cl exp K = conv cl exp K ⊂ K,

hence

K = conv cl exp K.

By Theorem 1.21, this implies that ext K ⊂ cl exp K . ��

Exercises and Supplements for Sect. 1.5

1. Let A ⊂ R
n be closed and convex. Show that ext A �= ∅ if and only if A does

not contain any line.
2. Let K ⊂ R

n be compact and convex.

(a) If n = 2, show that ext K is closed.
(b) If n ≥ 3, show by an example that ext K need not be closed.

3.* Let A ⊂ R
n be closed and convex. A subset M ⊂ A is called an extreme set in

A (or a face of A) if M is convex and if x, y ∈ A, (x, y) ∩ M �= ∅ implies that
[x, y] ⊂ M . The set A and ∅ are faces of A, all other faces are called proper.
Prove the following assertions.

(a) Extreme sets M are closed.
(b) Each support set of A is extreme.
(c) If M,N ⊂ A are extreme, then M∩N is extreme. (This extends to arbitrary

families of extreme sets.)
(d) If M is extreme in A and N ⊂ M is extreme in M , then N is extreme in A.
(e) If M,N ⊂ A are extreme and M �= N , then relint M ∩ relint N = ∅.
(f) Let B be a nonempty and relatively open subset of A. Then there is a unique

face F of A such that B ⊂ relint(F ).
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(g) Let E(A) := {M ⊂ A : M extreme}. Then A =
⋃

M∈E(A)

relint M is a

disjoint union.
(h) Extreme sets of A of dimension dim(A) − 1 are always support sets.

4. A real (n, n)-matrix A = ((αij )) is called doubly stochastic if αij ≥ 0 and

n∑

k=1

αkj =
n∑

k=1

αik = 1

for i, j ∈ {1, . . . , n}. A doubly stochastic matrix with components in {0, 1} is
called a permutation matrix.
Prove the following statements.

(a) The set K ⊂ R
n2

of doubly stochastic matrices is compact and convex.
(b) The extreme points of K are precisely the permutation matrices.

5. Let P ⊂ R
n be a polyhedral set, but not an affine subspace (a flat). Let

P = aff(P ) ∩
m⋂

i=1

H−(ui , αi)

with α1, . . . , αm ∈ R and u1, . . . , um ∈ R
n \ {0} be a representation of P

in which none of the halfspaces H−(ui, αi) can be omitted. Put Fi := P ∩
H(ui, αi). Then

(a) relint(P ) = ⋂m
i=1{x ∈ P : 〈x, ui〉 < αi}.

(b) relbd(P ) = ⋃m
i=1 Fi .

(c) F1, . . . , Fm are precisely the facets of P .
(d) Each proper face F of P is equal to the intersection of all facets of P which

contain F .
(e) The number of faces of P is finite. Each face of P is a support set and

polyhedral (or empty).

6. Let P ⊂ R
n be a polyhedral set, but not an affine subspace (a flat). Prove the

following statements.

(a) If 0 ≤ j ≤ k, Fj ∈ Fj (P ), Fk ∈ Fk(P ) and Fj ⊂ Fk , then there are
F i ∈ Fi (P ) for i = j+1, . . . , k−1 with Fj ⊂ Fj+1 ⊂ · · · ⊂ Fk−1 ⊂ Fk .

(b) If 0 ≤ j ≤ k < dim(P ) and Fj ∈ Fj (P ), then Fj = ⋂{F ∈ Fk(P ) :
Fj ⊂ F }.

(c) If dim(P ) = n, then each (n − 2)-dimensional face of P is contained in
precisely two facets of P .

7. Let ∅ �= P ⊂ R
n be closed and convex. If the number of different support sets

of P is finite, then P is a polyhedral set.



1.5 Extremal Representations 39

8. Let A ⊂ R
n be a closed convex set with A �= conv( relbd(A)). Then A is a flat

or a semi-flat.
9. Let ∅ �= A ⊂ R

n be closed and convex. The recession cone of A is defined by

rec(A) := {u ∈ R
n : A + u ⊂ A}.

Show that the recession cone of A is a closed convex cone.
For each x ∈ R

n and u ∈ R
n, let G+(x, u) := {x + λu : λ ≥ 0}. Then, for an

arbitrary x ∈ A,

rec(A) = {u ∈ R
n : G+(x, u) ⊂ A}.

Moreover, if G+(x, u) ⊂ A and y ∈ A, then also G+(y, u) ⊂ A.
10. Each closed convex set A ⊂ R

n can be written in the form A = A ⊕ V , where
V is a linear subspace and A is a line-free, closed convex set which is contained
in a linear subspace complementary to V .

11. Let A ⊂ R
n be closed and convex. A ray G+(x, u) ⊂ A is called extreme

if it is an extreme set in A. The union of all extreme rays of A is denoted by
extr(A). By definition, it is clear that if G+(x, u) is an extreme ray of A, then
x ∈ ext(A). Prove the following representation result.
If A ⊂ R

n is line-free, closed and convex, then

A = conv(ext(A) ∪ extr(A)) = conv(ext(A)) + rec(A).

12. A set of the form

pos{a1, . . . , am} =
{

m∑

i=1

λiai : λi ≥ 0 for i = 1, . . . ,m

}

with a1, . . . , am ∈ R
n is called a finitely generated convex cone.

The convex hull of finitely many points is a polytope and hence a polyhedral set
(as shown before). Show the following fact, which states that the positive hull
of finitely many vectors is a polyhedral set: A finitely generated convex cone in
R

n is a polyhedral set, in particular, it is a closed set.
13. Let P ⊂ R

n be a polyhedral set. Then there are points a1, . . . , am ∈ R
n, m ≥ 1,

and vectors b1, . . . , bp ∈ R
n with P = conv{a1, . . . , am} + pos{b1, . . . , bp}.

In particular, a bounded polyhedral set is a polytope.
14. Let points a1, . . . , am ∈ R

n with m ≥ 1 and vectors b1, . . . , bp ∈ R
n be given.

Then P := conv{a1, . . . , am} + pos{b1, . . . , bp} is a polyhedral set.
15. Hints to the literature: Convex polytopes and polyhedral sets are treated in

greater detail in [2, 23, 39, 40, 49, 64, 71, 93, 94]. Combinatorial aspects of
convexity are in the focus of [5, 17, 29, 44, 60, 68, 71, 75, 90]. The connection
between discrete and convex geometry is the subject of [17, 19, 21, 36, 38,
60, 71, 77, 95–97]. For algorithmic aspects and combinatorial geometry, see
[16, 28, 29, 36, 49, 54, 74, 75].



Chapter 2
Convex Functions

In this chapter, we study convex functions, which are the analytic counterpart
of convex sets. There are many relations between convex functions and sets.
Our definition of a convex function via the convexity of its epigraph emphasizes
this connection. For convex functions, the study of regularity properties such as
continuity or differentiability is particularly natural, but in turn this suggests to
consider smoothness of convex sets as well. A strong and very useful link between
sets and functions is provided by the support function of a convex set. This tool will
be crucial throughout the book.

2.1 Properties and Operations

In the following, we consider functions

f : Rn → [−∞,∞].

We assume the usual rules for addition and multiplication with ∞, namely:

α + ∞ := ∞, for α ∈ (−∞,∞],
α − ∞ := −∞, for α ∈ [−∞,∞),

α ∞ := ∞, (−α)∞ := −∞, for α ∈ (0,∞].
In the context of measure and integration theory, it is often convenient to use the

convention 0 ∞ := 0, where ∞ is the value of a function and 0 is the measure of
the set of points where the function is infinite.

Definition 2.1 For a function f : Rn → (−∞,∞], the set

epi f := {(x, α) : x ∈ R
n, α ∈ R, f (x) ≤ α} ⊂ R

n × R
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is called the epigraph of f . A function f is convex, if epi f is a convex subset of
R

n × R = R
n+1.

The following remarks contain further definitions and straightforward conse-
quences.

Remark 2.1 A function f : Rn → [−∞,∞) is said to be concave if −f is convex.
Thus, for a convex function f we exclude the value −∞, whereas for a concave
function we exclude ∞.

Remark 2.2 If A ⊂ R
n is a subset of Rn, a function f : A → (−∞,∞) is called

convex if the extended function f̃ : Rn → (−∞,∞], given by

f̃ (x) :=
{

f (x), x ∈ A,

∞, x ∈ R
n \ A,

is convex. This automatically requires that A is a convex set. In view of this
construction, we usually need not consider convex functions defined on subsets of
R

n, but instead we can assume that convex functions are defined on all of Rn.

Remark 2.3 On the other hand, we often are only interested in convex functions
f : Rn → (−∞,∞] at points where f is finite. We call

dom f := {x ∈ R
n : f (x) < ∞}

the effective domain of the function f : Rn → (−∞,∞]. For a convex function f ,
the effective domain dom f is a convex subset of Rn.

Remark 2.4 The function f ≡ ∞ is convex, it is called the improper convex
function; convex functions f with f �≡ ∞ are called proper. The improper convex
function f ≡ ∞ has epi f = ∅ and dom f = ∅.

Theorem 2.1 A function f : Rn → (−∞,∞] is convex if and only if

f (αx + (1 − α)y) ≤ αf (x) + (1 − α)f (y)

for x, y ∈ R
n and α ∈ [0, 1]. For a concave function, the inequality is reversed.

Proof By definition, f is convex if and only if epi f = {(x, β) ∈ R
n ×R : f (x) ≤

β} is convex. The latter condition means that

α(x1, β1) + (1 − α)(x2, β2) = (αx1 + (1 − α)x2, αβ1 + (1 − α)β2) ∈ epi f

for α ∈ [0, 1] and whenever (x1, β1), (x2, β2) ∈ epi f , that is, whenever f (x1) ≤
β1, f (x2) ≤ β2.

Hence, f is convex if and only if

f (αx1 + (1 − α)x2) ≤ αβ1 + (1 − α)β2,
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for x1, x2 ∈ R
n, α ∈ [0, 1] and β1 ≥ f (x1), β2 ≥ f (x2). Then, it is necessary

and sufficient that this inequality is satisfied for β1 = f (x1), β2 = f (x2), since
the inequality is always satisfied if f (x1) = ∞ or f (x2) = ∞, and we obtain the
assertion.

The assertion for a concave function f follows by applying to −f the character-
ization just proved. ��
Remark 2.5 A function f : R

n → R is affine if and only if f is convex and
concave. If f is affine, then epi f is a halfspace in R

n+1 and dom f = R
n.

Remark 2.6 For a convex function f , the sublevel sets {f < α} and {f ≤ α}
are convex subsets of Rn. The converse is not true, that is, if all sublevel sets of a
function are convex, the function need not be convex. A function f : Rn → R for
which {f ≤ α} ⊂ R

n is convex for all α ∈ R is called quasi-convex. Note that
f : Rn → R is quasi-convex if and only if

f (λx + (1 − λ)y) ≤ max{f (x), f (y)}
whenever x, y ∈ R

n and λ ∈ [0, 1].
Remark 2.7 If f, g are convex and α, β ≥ 0, then αf + βg is convex.

Remark 2.8 If (fi)i∈I is a family of convex functions, the (pointwise) supremum
supi∈I fi is convex. This follows since

epi

(

sup
i∈I

fi

)

=
⋂

i∈I

epi fi .

It can also be verified by using the analytic description given in Theorem 2.1.

Remark 2.9 As a generalization of Theorem 2.1, we obtain that f is convex if and
only if

f (α1x1 + · · · + αkxk) ≤ α1f (x1) + · · · + αkf (xk)

for k ∈ N, xi ∈ R
n, and αi ∈ [0, 1] with

∑
αi = 1. This follows easily by induction

over k or by arguing via the epigraph.

Remark 2.10 A function f : R
n → (−∞,∞] is positively homogeneous (of

degree 1) if

f (αx) = αf (x) for all x ∈ R
n, α ≥ 0.

Sometimes this is only required for α > 0. If f is positively homogeneous, f is
convex if and only if it is subadditive, that is, if

f (x + y) ≤ f (x) + f (y)

for x, y ∈ R
n.
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The following simple result is useful for generating convex functions from
convex sets in R

n × R. Note that inf ∅ = ∞.

Theorem 2.2 Let A ⊂ R
n × R be convex and suppose that

fA(x) := inf {α ∈ R : (x, α) ∈ A} > −∞

for x ∈ R
n. Then fA is a convex function.

Proof The definition of fA(x) implies that

epi fA = {(x, β) : ∃α ∈ R, α ≤ β, and a sequence γi ↘ α with (x, γi) ∈ A}.

It is easy to see that epi fA is convex.
A variant of the proof is based on Theorem 2.1. For this, let x, y ∈ R

n and
λ ∈ [0, 1]. We can assume that fA(x), fA(y) < ∞. Let ε > 0 be given. Then there
are αx, αy ∈ R such that fA(x)+ε > αx , fA(y)+ε > αy and (x, αx), (y, αy) ∈ A.
Since

((1 − λ)x + λy, (1 − λ)αx + λαy) = (1 − λ)(x, αx) + λ(y, αy) ∈ A,

we get

fA((1 − λ)x + λy) ≤ (1 − λ)αx + λαy

≤ (1 − λ)(fA(x) + ε) + λ(fA(y) + ε)

= (1 − λ)fA(x) + λfA(y) + ε,

which yields the assertion, since ε > 0 was arbitrary. ��
Remark 2.11 The condition fA > −∞ is satisfied if and only if A does not contain
a vertical half-line which is unbounded from below.

Remark 2.12 For x ∈ R
n, let {x} × R := {(x, α) : α ∈ R} be the vertical line

in R
n × R through x. Let A ⊂ R

n × R be closed and convex and assume that
fA(x) > −∞ for x ∈ R

n. Then A = epi fA if and only if

A ∩ ({x} × R) = {x} × [fA(x),∞) for x ∈ R
n. (2.1)

Theorem 2.2 allows us to define operations on convex functions by applying
corresponding operations on convex sets to the epigraphs of the functions. We give
two examples of that kind.

Definition 2.2 A convex function f : Rn → (−∞,∞] is closed if epi f is closed.

Example 2.1 Let f : R
n → (−∞,∞] be convex. Then A := cl epi f ⊂ R

n+1

is a closed convex set. We assert that fA > −∞. The case f ≡ ∞ is trivial,
since then f ≡ ∞, epi f = ∅ and fA = f . In particular, f is closed. If f
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is proper, that is, epi f �= ∅, then w.l.o.g. we may assume that dim dom f = n

(since it is sufficient to work in the affine hull of dom f ). We choose a point
x ∈ int dom f . Then, (x, f (x)) ∈ bd epi f . Hence, there is a supporting hyperplane
E ⊂ R

n ×R of cl epi f at (x, f (x)). Since x ∈ int dom f , E is not vertical. Hence,
the corresponding supporting halfspace is the epigraph of an affine function h ≤ f .
Thus, we get fA ≥ h > −∞.

In addition, it is easy to check that for A = cl epi f condition (2.1) is satisfied.
In fact, if (x ′, b) ∈ A ∩ ({x} × R), then x ′ = x, b ∈ R and (x, b) ∈ A. But then
fA(x) ≤ b and therefore (x ′, b) ∈ {x} × [fA(x),∞). Conversely, suppose that
(x ′, b) ∈ {x} × [fA(x),∞). Then x ′ = x and fA(x) ≤ b < ∞. Then there exists
a sequence αi ↓ fA(x) with (x, αi) ∈ A. Since A is closed, we get (x, fA(x)) ∈
A = cl epi f . If b = fA(x), nothing remains to be shown. If b > fA(x), then there
are (xi, γi) ∈ epi f for i ∈ N with (xi, γi) → (x, fA(x)) as i → ∞. If i is large
enough, we have γi < b, hence (xi, b) ∈ epi f , and therefore (x, b) ∈ cl epi f = A.

Hence we can define cl f := fA with A = cl epi f . Moreover, we have
A = epi fA, which can be rewritten in the form cl epi f = epi cl f . In other
words, cl epi f is the epigraph of a closed convex function, which we denote by
cl f , and cl f is the largest closed convex function smaller than or equal to f . It
is clear that cl f = fcl epi f is convex and closed, since epi(cl f ) = cl(epi f ) is
closed. Let g be a closed, convex function with g ≤ f . Then epi f ⊂ epi g, hence
epi cl f = cl epi f ⊂ cl epi g = epi g, since g is closed. But this implies that
g ≤ cl f .

Example 2.2 Our second example is the convex hull operator. If (fi)i∈I is a family
of (arbitrary) functions fi : R

n → (−∞,∞], we consider B := ⋃
i∈I epi fi .

Suppose A = conv B does not contain any vertical half-line which is unbounded
from below. Then, by Theorem 2.2, conv(fi)i∈I := fA is a convex function, which
we call the convex hull of the functions fi , i ∈ I . Then conv(fi)i∈I is the largest
convex function less than or equal to fi for i ∈ I , that is,

conv(fi)i∈I = sup{g : g convex, g ≤ fi for i ∈ I } =: h.

To see this, we observe that h ≤ fi for i ∈ I implies that epi(fi) ⊂ epi(h) for
i ∈ I , and hence conv

(⋃
i∈I epi(fi)

) ⊂ epi(h), since h is a convex function (as
a supremum of convex functions) and epi(h) is a convex set. This shows that h ≤
fA = conv(fi)i∈I . For the reverse inequality, let i ∈ I and suppose first that fi(x) <

∞. Then (x, fi(x)) ∈ epi(fi) ⊂ conv
(⋃

i∈I epi(fi)
)
, and therefore fA(x) ≤ fi(x),

which remains true if fi(x) = ∞. Since fA is convex and i ∈ I is arbitrary, we
conclude that fA ≤ h.

Furthermore, conv(fi) exists if and only if there is an affine function h with h ≤
fi for i ∈ I . In fact, if h is affine and h ≤ fi for i ∈ I , then conv

(⋃
i∈I epi(fi)

) ⊂
epi h, and hence fA(x) ≥ h(x) > −∞ for x ∈ R

n.
Now suppose that fA = conv(fi) exists. Let (x, β) ∈ relint A and (x, α) ∈

relbd A = relbd cl A. Then there is a supporting hyperplane H ′ of cl A through
(x, α) in aff A, which is not vertical, since (x, β) ∈ relint A = relint cl A. If L(A)
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denotes the linear subspace parallel to aff A, then H := H ′ +L(A)⊥ is a supporting
hyperplane of cl A in R

n+1 which is not vertical. But then H = {(z, h(z)) : z ∈ R
n}

with an affine function h and fi ≥ h for i ∈ I .

Further applications of Theorem 2.2 are listed in the exercises.
The following representation of convex functions is a counterpart to the support

theorem for convex sets. It provides a characterization of closed convex functions,
since for any family H of affine functions the function sup{h : h ∈ H} is closed and
convex (recall that the epigraph of the sup is the intersection of the epigraphs).

Theorem 2.3 Let f : Rn → (−∞,∞] be closed and convex. Then

f = sup {h : h ≤ f, h affine}.

Proof By assumption, epi f is closed and convex. Moreover, we can assume that
f is proper, i.e., epi f �= ∅. By Corollary 1.4, epi f is the intersection of all closed
halfspaces H ⊂ R

n × R which contain epi f .
There are three types of closed halfspaces in R

n × R:

H1 = {(x, r) : r ≥ l(x)}, l : Rn → R affine,

H2 = {(x, r) : r ≤ l(x)}, l : Rn → R affine,

H3 = H̃ × R, H̃ halfspace in R
n.

Halfspaces of type H2 cannot occur, due to the definition of epi f and since epi f �=
∅. Halfspaces of type H3 can occur, hence we have to show that these ‘vertical’
halfspaces can be avoided, i.e., epi f is the intersection of all halfspaces of type H1
containing epi f . Then the proof will be finished since the intersection of halfspaces
of type H1 is the epigraph of the supremum of the corresponding affine functions l.

For the result just explained it is sufficient to show that any point (x0, r0) /∈ epi f
can be separated by a non-vertical hyperplane E from epi f . Hence, let E3 be a
vertical hyperplane separating (x0, r0) and epi f , obtained from Theorem 1.14, and
let H3 be the corresponding vertical halfspace containing epi f . We may represent
H3 as

H3 = {(x, r) ∈ R
n × R : l0(x) ≤ 0}

for some affine function l0 : R
n → R, and we may assume that l0(x0) > 0 and

l0(x) ≤ 0 for x ∈ dom f .
Next we show that there exists an affine function l1 with l1 ≤ f . To verify this,

observe that since f > −∞ and f �≡ ∞, there is some (x1, f (x1)) ∈ bd epi f .
Then (x1, f (x1) − 1) /∈ epi f , and since epi f is closed and convex this point can
be strongly separated from epi f by a hyperplane (see Exercise 1.4.4). Thus there
are (u, ν) ∈ (Rn × R) \ {(0, 0)} and α ∈ R such that 〈(x1, f (x1) − 1), (u, ν)〉 < α

and 〈(x, f (x) + s), (u, ν)〉 ≥ α for x ∈ dom f and s ≥ 0. Choosing x = x1 in
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the second condition and combining it with the first condition, we see that ν > 0.
But then the second condition implies that f (x) ≥ ν−1α +〈x,−ν−1u〉 =: l1(x) for
x ∈ dom f .

For x ∈ dom f , we then have

l0(x) ≤ 0, l1(x) ≤ f (x),

hence

al0(x) + l1(x) ≤ f (x) for a ≥ 0.

For x /∈ dom f , this inequality holds trivially since then f (x) = ∞. Hence

ma := al0 + l1

is an affine function for which ma ≤ f . Since l0(x0) > 0, we have ma(x0) > r0 if
a is chosen sufficiently large, for instance,

a := max{(r0 − l1(x0))/ l0(x0) + 1, 1}

is a proper choice. ��
We now come to another important operation on convex functions, the construc-

tion of the conjugate function.

Definition 2.3 Let f : Rn → (−∞,∞] be proper and convex. Then the function
f ∗ defined by

f ∗(y) := sup{〈x, y〉 − f (x) : x ∈ R
n}, y ∈ R

n,

is called the conjugate function of f .

Example 2.3 Let f : Rn → (−∞,∞] be constant, f ≡ −α ∈ R. Then f ∗(y) =
∞ if y �= 0 and f ∗(0) = α.

Example 2.4 Consider f : Rn → R given by f (x) := 1
2‖x‖2. Then we obtain

f ∗(y) = 1

2
sup

{
−‖x − y‖2 + ‖y‖2 : x ∈ R

n
}

= 1

2
‖y‖2 = f (y),

that is, f ∗ = f .

Let f, g : R
n → (−∞,∞] be proper and convex. Then f ≤ g implies that

g∗ ≤ f ∗. This simple observation will be used repeatedly in the following.
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Theorem 2.4 Let f ∗ be the conjugate function of the proper convex function
f : Rn → (−∞,∞]. Then

(a) f ∗ is proper, closed, and convex.
(b) f ∗∗ := (f ∗)∗ = cl f .

Proof (a) For x /∈ dom f , we have 〈x, y〉 − f (x) = −∞ for y ∈ R
n, hence

f ∗ = sup
x∈domf

(〈x, ·〉 − f (x)).

For x ∈ dom f , the function

gx : y �→ 〈x, y〉 − f (x)

is affine, therefore f ∗ is convex (as the supremum of affine functions).
Since

epi f ∗ = epi

(

sup
x∈domf

gx

)

=
⋂

x∈domf

epi gx

and since epi gx is a closed halfspace, epi f ∗ is closed, and hence f ∗ is closed.
In order to show that f ∗ is proper, we consider an affine function h ≤ f . Such a
function exists by Theorem 2.3 and it has a representation

h = 〈·, y〉 − α with suitable y ∈ R
n, α ∈ R.

This implies 〈·, y〉 − α ≤ f , hence 〈·, y〉 − f ≤ α, and therefore f ∗(y) ≤ α.
(b) By Theorem 2.3,

cl f = sup{h : h ≤ cl f, h affine}.

Writing h again as

h = 〈·, y〉 − α, y ∈ R
n, α ∈ R,

we obtain

cl f = sup
(y,α)

(〈·, y〉 − α),

where the supremum is taken over all (y, α) with

〈·, y〉 − α ≤ cl f.
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The latter holds if and only if

α ≥ sup{〈x, y〉 − cl f (x) : x ∈ R
n} = (cl f )∗(y).

Consequently, we have

cl f (x) ≤ sup{〈x, y〉 − (cl f )∗(y) : y ∈ R
n} = (cl f )∗∗(x),

for x ∈ R
n. Since cl f ≤ f , the definition of the conjugate function implies

(cl f )∗ ≥ f ∗,

and therefore

cl f ≤ (cl f )∗∗ ≤ f ∗∗.

On the other hand,

f ∗∗(x) = (f ∗)∗(x) = sup{〈x, y〉 − f ∗(y) : y ∈ R
n},

where

f ∗(y) = sup{〈z, y〉 − f (z) : z ∈ R
n} ≥ 〈x, y〉 − f (x).

Therefore,

f ∗∗(x) ≤ sup{〈x, y〉 − 〈x, y〉 + f (x) : y ∈ R
n} = f (x),

which gives us f ∗∗ ≤ f . By part (a), f ∗∗ is closed, hence f ∗∗ ≤ cl f . ��
Finally, we mention a canonical description of convex sets A ⊂ R

n by convex
functions. A common way to describe a set A is by the indicator function

1A(x) :=
{

1, x ∈ A,

0, x /∈ A.

However, 1A is neither convex nor concave. Therefore, we define the convex
indicator function δA of an arbitrary set A ⊂ R

n by

δA(x) :=
{

0, x ∈ A,

∞, x /∈ A.
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Note that A is convex if and only if δA is convex. If A is convex, then δA is also
called the convex characteristic function of A. Moreover, for A �= ∅ we have

δ∗
A(x) = sup{〈y, x〉 − δA(y) : y ∈ R

n} = sup{〈y, x〉 : y ∈ A}.

The expression on the right will be called the support function of A and studied in
more detail in Sect. 2.3.

Exercises and Supplements for Sect. 2.1

1. Let A ⊂ R
n be nonempty, closed, convex, and line-free. Let further f : Rn → R

be convex and assume there is a point y ∈ A with

f (y) = max
x∈A

f (x).

Show that there is also a point z ∈ ext A with

f (z) = max
x∈A

f (x).

2.*Let f : R
n → (−∞,∞] be convex. Show that the following assertions are

equivalent:

(a) f is closed.
(b) f is lower semi-continuous, that is, for x ∈ R

n we have

f (x) ≤ lim inf
y→x

f (y).

(c) All the sublevel sets {f ≤ α}, α ∈ R, are closed.

3. Let f, f1, . . . , fm : Rn → (−∞,∞] be convex functions and α ≥ 0. Suppose
that epi f1+· · ·+epi fm does not contain a vertical line (that is, a vertical half-ray
which is unbounded from below). Prove the following assertions.

(a) The function α ◦ f : x �→ inf{β ∈ R : (x, β) ∈ α · epi f } is convex.
(b) The function f1 � · · · � fm : x �→ inf{β ∈ R : (x, β) ∈ epi f1 + · · · +

epi fm} is convex, and we have

(f1 � · · · � fm)(x)

= inf{f1(x1) + · · · + fm(xm) : x1, . . . , xm ∈ R
n, x1 + · · · + xm = x}.

The function f1 � · · · � fm is called the infimal convolution of f1, . . . , fm.
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(c) Let {fi : i ∈ I } (I �= ∅) be a family of convex functions on R
n such that

conv(fi)i∈I exists. Show that

conv(fi)i∈I

= inf
{
α1 ◦ fi1 � · · · � αm ◦ fim : αj ≥ 0,

m∑

j=1

αj = 1, ij ∈ I,m ∈ N

}
.

4. Let A ⊂ R
n be convex and 0 ∈ A. The inner distance function or gauge function

dA : Rn → (−∞,∞] of A is defined by

dA(x) = inf{α ≥ 0 : x ∈ αA}, x ∈ R
n.

Show that dA has the following properties:

(a) dA is positively homogeneous, nonnegative and convex.
(b) dA is finite if and only if 0 ∈ int A.
(c) {dA < 1} ⊂ A ⊂ {dA ≤ 1} ⊂ cl A.
(d) If 0 ∈ int A, then int A = {dA < 1} and cl A = {dA ≤ 1}.
(e) dA(x) > 0 if and only if x �= 0 and βx /∈ A for some β > 0.
(f) Let A be closed. Then dA is even (i.e., dA(x) = dA(−x) for x ∈ R

n) if and
only if A is symmetric with respect to 0 (i.e., A = −A).

(g) Let A be closed. Then dA is a norm on R
n if and only if A is symmetric,

compact and contains 0 in its interior.
(h) If A is closed, then dA is closed.

Note: For some parts of this exercise it is used that a real-valued convex function
is continuous. This fact will be proved in Sect. 2.2.

5. Let f : Rn → [0,∞] be a proper, positively homogeneous, convex function.

(a) Show that there is a convex set A ⊂ R
n with 0 ∈ A such that f = dA.

(b) Show that if f is closed, then A can be chosen as a closed set (and then A is
uniquely determined).

6. Let f : Rn → R be a continuous function satisfying

f

(
x1 + x2

2

)

≤ 1

2
(f (x1) + f (x2)) for x1, x2 ∈ R

n.

Show that f is convex.
7. Let f : R2 → R be defined by

f (x, y) :=
{

y2/x, x > 0, y ≥ 0,

∞, otherwise,
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and consider the set

C := {(x, y) : x, y ∈ [0, 1), y ≤ √
x − x2}.

(a) Show that f is a convex function and C is a convex set.
(b) Is f an upper semi-continuous function on C?
(c) Does f attain its maximum on C \ {(0, 0)�}?
(d) Determine cl f .

2.2 Regularity

The regularity of a function usually refers to its smoothness properties. We start with
the (local Lipschitz) continuity of convex functions.

Theorem 2.5 A convex function f : Rn → (−∞,∞] is continuous in int dom f

and Lipschitz continuous on compact subsets of int dom f .

Proof Let x ∈ int dom f . There exists an n-simplex P with P ⊂ int dom f and
x ∈ int P . If x0, . . . , xn are the vertices of P and y ∈ P , we have

y = α0x0 + · · · + αnxn

with αi ∈ [0, 1], ∑ αi = 1, and hence

f (y) ≤ α0f (x0) + · · · + αnf (xn) ≤ max
i=0,...,n

f (xi) =: c < ∞.

Therefore, f ≤ c on P .
Let now α ∈ (0, 1) and choose a closed ball U centered at 0 such that x+U ⊂ P .

Let z = x + αu with u ∈ bd U . Then, z = (1 − α)x + α(x + u) and

f (z) ≤ (1 − α)f (x) + αf (x + u) ≤ (1 − α)f (x) + αc.

This implies that

f (z) − f (x) ≤ α(c − f (x)).

On the other hand,

x = 1

1 + α
z + α

1 + α
(x − u),
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and hence

f (x) ≤ 1

1 + α
f (z) + α

1 + α
f (x − u),

which yields

f (x) ≤ 1

1 + α
f (z) + α

1 + α
c.

We obtain

α(f (x) − c) ≤ f (z) − f (x).

Together, the two inequalities give

|f (z) − f (x)| ≤ α(c − f (x)),

for z ∈ x + α bd U . Let � be the radius of U . Thus we have shown that

|f (z) − f (x)| ≤ c − f (x)

�
‖z − x‖

for z ∈ s + U . In particular, f is continuous on int dom f .
Now let A ⊂ int dom f be compact. Hence there is some � > 0 such that also

A + �Bn ⊂ int dom f . Let x, z ∈ A. Since f is continuous on A + �Bn,

C := max{|f (y)| : y ∈ A + �Bn} < ∞.

By the preceding argument,

|f (z) − f (x)| ≤ 2C

�
‖z − x‖,

if ‖z − x‖ ≤ �. For ‖z − x‖ ≥ �, this is true as well. ��
Convex functions enjoy basic differentiability properties, which we discuss next.

We first consider the case of a function on the real line with values in the extended
real line (−∞,∞].
Theorem 2.6 Let f : R1 → (−∞,∞] be convex.

(a) In each point x ∈ int dom f , the right derivative f +(x) and the left derivative
f −(x) exist and satisfy f −(x) ≤ f +(x).

(b) On int dom f , the functions f + and f − are increasing and, for almost all x ∈
int dom f (with respect to the Lebesgue measure λ1 on R

1), we have f −(x) =
f +(x), hence f is almost everywhere differentiable on cl dom f .
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(c) Moreover, f + is continuous from the right, f − is continuous from the left, and
f is the indefinite integral of f + (of f − and of f ′) on int dom f .

Proof W.l.o.g. we concentrate on the case dom f = R
1.

(a) If 0 < m ≤ l and 0 < h ≤ k, the convexity of f implies that

f (x − m) = f
((

1 − m

l

)
x + m

l
(x − l)

)
≤

(
1 − m

l

)
f (x) + m

l
f (x − l),

hence

f (x) − f (x − l)

l
≤ f (x) − f (x − m)

m
.

Similarly, we have

f (x) = f

(
h

h + m
(x − m) + m

h + m
(x + h)

)

≤ h

h + m
f (x − m) + m

h + m
f (x + h),

which gives us

f (x) − f (x − m)

m
≤ f (x + h) − f (x)

h
.

Finally,

f (x + h) = f

((

1 − h

k

)

x + h

k
(x + k)

)

≤
(

1 − h

k

)

f (x) + h

k
f (x + k),

and therefore

f (x + h) − f (x)

h
≤ f (x + k) − f (x)

k
.

We obtain that the left difference quotients in x are increasing and bounded
from above by the right difference quotients, which are decreasing and bounded
from below by the left difference quotients. Therefore, the limits

f +(x) = lim
h↘0

f (x + h) − f (x)

h

and

f −(x) = lim
m↘0

f (x) − f (x − m)

m

(

= lim
t↗0

f (x + t) − f (x)

t

)

exist and satisfy f −(x) ≤ f +(x).
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(b) For x ′ > x, we have just seen that

f −(x) ≤ f +(x) ≤ f (x ′) − f (x)

x ′ − x
≤ f −(x ′) ≤ f +(x ′). (2.2)

Therefore, the functions f − and f + are increasing. As is well known, an
increasing function has at most countably many points of discontinuity (namely
jumps), and therefore it is continuous almost everywhere. At the points x of
continuity of f −, (2.2) implies f −(x) = f +(x).

(c) Suppose that x < y. From

f (y) − f (x)

y − x
= lim

z↘x

f (y) − f (z)

y − z
≥ lim

z↘x
f +(z)

we obtain f +(x) ≤ limz↘x f +(z) ≤ f +(x), hence limz↘x f +(z) = f +(x),
since f + is increasing. For y < x, we get by a similar argument

lim
z↗x

f −(z) ≥ lim
z↗x

f (z) − f (y)

z − y
= f (x) − f (y)

x − y
,

and hence f −(x) ≤ limz↗x f −(z) ≤ f −(x). Thus we also have the relation
limz↗x f −(z) = f −(x).

Finally, for arbitrary a ∈ R, we define a function g by

g(x) := f (a) +
∫ x

a

f −(s) ds.

We first show that g is convex, and then g = f .
For z := αx + (1 − α)y, α ∈ [0, 1], x < y, we have

g(z) − g(x) =
∫ z

x

f −(s) ds ≤ (z − x)f −(z),

g(y) − g(z) =
∫ y

z

f −(s) ds ≥ (y − z)f −(z).

It follows that

α(g(z) − g(x)) + (1 − α)(g(z) − g(y))

≤ α(z − x)f −(z) + (1 − α)(z − y)f −(z)

= f −(z)(z − [αx + (1 − α)y]) = 0,
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and therefore

g(z) ≤ αg(x) + (1 − α)g(y),

which shows that g is convex.
As a consequence, g+ and g− exist. For y > x,

g(y) − g(x)

y − x
= 1

y − x

∫ y

x

f −(s) ds = 1

y − x

∫ y

x

f +(s) ds ≥ f +(x),

hence we obtain g+(x) ≥ f +(x). Analogously, for y < x we obtain

g(x) − g(y)

x − y
= 1

x − y

∫ x

y

f −(s) ds ≤ f −(x),

and thus we get g−(x) ≤ f −(x). Since g+ ≥ f + ≥ f − ≥ g− and g+ = g−,
except for at most countably many points, we have g+ = f + and g− = f −,
except for at most countably many points. By the continuity from the left of
g− and f −, and the continuity from the right of g+ and f +, it follows that
g+ = f + and g− = f − on R. Hence, h := g − f is differentiable everywhere
and h′ ≡ 0. Therefore, h ≡ c = 0 because we have g(a) = f (a).

��
Now we consider the n-dimensional case. Basically, this is reduced to the one-

dimensional case by restricting a convex function to lines. If f : Rn → (−∞,∞]
is convex and x ∈ int dom f , then for each u ∈ R

n, u �= 0, the equation

g(u)(t) := f (x + tu), t ∈ R,

defines a convex function g(u) : R1 → (−∞,∞] and we have 0 ∈ int dom g(u).
By Theorem 2.6, the right derivative g+

(u)
(0) exists. This is precisely the directional

derivative

f ′(x; u) := lim
t↘0

f (x + tu) − f (x)

t
(2.3)

of f at x ∈ int dom f in direction u. In fact, there is no reason for excluding the
case u = 0. The right-hand side of (2.3) also makes sense for u = 0 and yields
the value 0. We therefore define f ′(x; 0) := 0 and obtain the following corollary to
Theorem 2.6.

Corollary 2.1 Let f : Rn → (−∞,∞] be convex and x ∈ int dom f . Then, for
each u ∈ R

n the directional derivative f ′(x; u) of f exists.

The corollary does not imply that f ′(x; −u) = −f ′(x; u) holds. In fact, since
g−

(u)(0) = −f ′(x; −u), the latter equation is true if and only if g−
(u)(0) = g+

(u)(0).
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Let e1, . . . , en be an orthonormal basis of R
n. Then the partial derivative of f

at x with respect to ei exists if and only if f ′(x; −ei) = −f ′(x; ei), and we
denote this by fi(x) = f ′(x; ei), for a fixed orthonormal basis. For a convex
function f , the partial derivatives f1(x), . . . , fn(x) of f at x need not exist in each
point x ∈ int dom f . However, in analogy to Theorem 2.6 it can be can shown
that f1, . . . , fn exist almost everywhere with respect to the Lebesgue measure
λn in R

n (see Exercise 2.2.7) and that at points x where the partial derivatives
f1(x), . . . , fn(x) exist, the function f is even differentiable (see Exercise 2.2.6).
Even more, a convex function f on R

n is twice differentiable almost everywhere (in
a suitable sense). We refer to the exercises, for these and a number of further results
on derivatives of convex functions.

The map u �→ f ′(x; u) is positively homogeneous on R
n. Moreover, if f is

convex, then f ′(x; ·) is also convex. For support functions, we shall continue the
discussion of directional derivatives in the next section.

For a function f which is differentiable or twice differentiable, the first or second
derivatives can be used to characterize convexity of f .

Remark 2.13 (See Exercise 2.2.3) Let A ⊂ R be open and convex and let f : A →
R be a real function.

• If f is differentiable, then f is convex if and only if f ′ is monotone increasing
(on A).

• If f is twice differentiable, then f is convex if and only if f ′′ ≥ 0 (on A).

Remark 2.14 (See Exercise 2.2.4) Let A ⊂ R
n be open and convex and let f :

A → R be a real function.

• If f is differentiable, then f is convex if and only if

〈grad f (x) − grad f (y), x − y〉 ≥ 0 for x, y ∈ A.

(Here, grad f (x) := (f1(x), . . . , fn(x))� is the gradient of f at x.)
• If f is twice differentiable, then f is convex if and only if the Hessian matrix

∂2f (x) := (fij (x))ni,j=1 ∈ R
n,n

of f at x is positive semi-definite for x ∈ A. Here, fij (x) = d2f (x)(ei, ej ) are
the second partial derivatives of f at x in the directions ei and ej and the second
differential is considered to be a bilinear map on R

n. Alternatively, we can view
d2f (x) as a linear map d2f (x) : Rn → R

n so that fij (x) = 〈d2f (x)(ei), ej 〉.
Example 2.5 Remark 2.13 can be used to verify that the function h : [0, 1] → [0, 1]
with h(x) = √

x − x2 is concave, and hence the set C := {(x, y) ∈ [0, 1)2 : y ≤√
x − x2} is convex. In fact, h′′(x) < 0 for x > 0, and hence −h is convex. (Or

simply note that h is a sum of two concave functions.) Moreover, Remark 2.14
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implies that the function f : R2 → R defined by

f (x, y) :=
{

y2

x
, x > 0, y ≥ 0,

∞, otherwise,

is convex. In fact, the Hessian matrix of f at (x, y) ∈ R
2 with x > 0 and y ≥ 0 is

positive semi-definite, specifically

∂2f (x, y) = 2

(
y2

x3 − y
x

− y
x

1
x

)

.

For a more direct argument, see the solution of Exercise 2.1.7.

Exercises and Supplements for Sect. 2.2

1. (a) Give an example of two convex functions f, g : Rn → (−∞,∞] such that
f and g both have minimal points (that is, points in R

n where the infimum
of the function is attained), but f + g does not have a minimal point.

(b) Suppose f, g : Rn → R are convex functions which both have a unique
minimal point in R

n. Show that f + g has a minimal point.
Hint: Show first that the sets

{x ∈ R
n : f (x) ≤ α} and {x ∈ R

n : g(x) ≤ α}

are compact, for each α ∈ R.
2. Let f : R → R be a convex function. Show that

f (x) − f (0) =
∫ x

0
f +(t) dt =

∫ x

0
f −(t) dt

for x ∈ R.
3. Let A ⊂ R be open and convex, and let f : A → R be a real function.

(a) Suppose that f is differentiable. Show that f is convex if and only if f ′ is
increasing (on A).

(b) Suppose that f is twice differentiable. Show that f is convex if and only if
f ′′ ≥ 0 (on A).

4.* Let A ⊂ R
n be open and convex, and let f : A → R be a real function.

(a) Suppose that f is differentiable. Show that f is convex if and only if

〈grad f (x) − grad f (y), x − y〉 ≥ 0 for x, y ∈ A.
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(b) Suppose that f is twice differentiable. Show that f is convex if and only if

∂2f (x) := (fij (x))ni,j=1 ∈ R
n,n

is positive semi-definite for x ∈ A.

5.* For a convex function f : Rn → (−∞,∞] and x ∈ dom f , the subdifferential
of f at x is the set

∂f (x) := {v ∈ R
n : f (y) ≥ f (x) + 〈v, y − x〉 for y ∈ R

n}.
Each v ∈ ∂f (x) is called a subgradient of f at x.

Let f ∈ int dom f . Show that:

(a) ∂f (x) is nonempty, compact and convex.
(b) We have

∂f (x) = {v ∈ R
n : 〈v, u〉 ≤ f ′(x; u) for u ∈ R

n}.

(c) If f is differentiable in x, then

∂f (x) = {grad f (x)}.

6.* Let f : Rn → (−∞,∞] be convex and x ∈ int dom f . Suppose that all partial
derivatives f1(x), . . . , fn(x) at x exist. Show that f is differentiable at x.

7.* Let f : Rn → R be convex. Show that f is differentiable almost everywhere.
Hint: Use Exercise 2.2.6.

8. Let f : Rn → (−∞,∞] be convex, and let x ∈ dom f . Show that

s ∈ ∂f (x) ⇐⇒ f ∗(s) + f (x) = 〈s, x〉.

Conclude that if f is closed, then

s ∈ ∂f (x) ⇐⇒ x ∈ ∂f ∗(s).

9. Let b ∈ R
n and let Q be a symmetric, positive definite n×n matrix. Define the

function

f (x) := 1

2
〈x,Qx〉 + 〈b, x〉, x ∈ R

n.

Determine f ∗.
10. Let A ⊂ R

n and let U ⊂ R
n be an open neighbourhood of A. Suppose that for

each x ∈ U there is a unique point f (x) ∈ A such that

‖f (x) − x‖ = min{‖y − x‖ : y ∈ A}.

Show that A is closed and f is continuous.
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11. Let f : R
n → R be convex. A function f : R

n → R is said to be strictly
convex if f ((1 − t)x + ty) < (1 − t)f (x) + tf (y) for x, y ∈ R

n with x �= y

and t ∈ (0, 1).

(a) Show that f is strictly convex if and only if epi f does not contain a non-
degenerate segment in its boundary.

(b) Show that f is strictly convex if and only if ∂f (a) ∩ ∂f (b) = ∅ for a, b ∈
R

n with a �= b.

12. (a) Let f : R
n → R be a convex function which has a local minimum at

x0 ∈ R
n. Show that 0 ∈ ∂f (x0).

(b) (Mean value theorem for convex functions) Let f : R → R be convex, and
let a, b ∈ R with a �= b. Show that there is some c ∈ (a, b) such that

f (b) − f (a)

b − a
∈ ∂f (c).

13.* Let f : Rn → (−∞,∞] be a convex function and x ∈ dom f . Then v ∈ ∂f (x)

if and only if (v,−1) ∈ N(epi f, (x, f (x))).
14. Let f1, f2 : R

n → R be convex functions, and let f := max{f1, f2}. Let
x ∈ R

n be such that f1(x) = f2(x). Show that

∂f (x) = conv(∂f1(x) ∪ ∂f2(x)).

15. Let ∅ �= A ⊂ R
n be a closed convex set with (exterior) distance function

dA := d(A, ·) in R
n, where d(A, x) = ‖x − p(A, x)‖ for x ∈ R

n. Show that
dA is a convex function. For x ∈ bd A we denote by ν(A, x) the set of exterior
unit normal vectors of A at x, that is, ν(A, x) := {u ∈ S

n−1 : 〈a − x, u〉 ≤
0 for a ∈ A}. Show that

∂dA(x) = conv({0} ∪ ν(A, x)).

16. Let g : [0, 1] → R be an increasing function. Show that the function f :
[0, 1] → R given by f (t) := ∫ t

0 g(s) ds is convex.
Let (rn)n∈N be an enumeration of Q ∩ [0, 1]. The function g : [0, 1] → [0,∞)

is defined by g(x) := ∑
rn<x 2−n.

(a) Show that g is strictly increasing, continuous in x ∈ [0, 1] \ Q, and
continuous from the left, but not continuous from the right, in x ∈ [0, 1] ∩
Q.

(b) Determine the right and left derivative of the function f (t) := ∫ t

0 g(s) ds

for t ∈ [0, 1].
Hint: Recall the proof of the fundamental theorem of calculus.

The epigraph of f provides an example of a closed convex set having a
countable dense set of singular boundary points (that is, points through which
at least two different supporting hyperplanes pass).



2.3 The Support Function 61

17. (Jensen’s inequality.) Let μ be a probability measure in a space X, let U be
an open convex set in R

n, and let ϕ be a convex real-valued function on U .
Suppose that g : X → U is measurable and component-wise μ-integrable, and
that ϕ ◦ g is μ-integrable. Let z0 = ∫

X
g(x) dμ(x). Then z0 ∈ U and

∫

X

ϕ(g(x)) μ(dx) ≥ ϕ

(∫

X

g(x) μ(dx)

)

. (2.4)

If ϕ is strictly convex, then equality holds if and only if g(x) = z0 for μ-almost
all x ∈ X.
If ϕ is concave, then the inequality in (2.4) is reversed, with the same equality
condition if ϕ is strictly concave.

2.3 The Support Function

A particularly useful analytic description of (compact) convex sets can be given in
terms of the support function, which we introduce and study in this section. It is
also one of the basic tools in the following chapters. The support function of a set
A ⊂ R

n with 0 ∈ A is in a certain sense dual to the (inner) distance function (or
gauge function), which is considered in Exercises 2.1.4 and 2.1.5. The precise nature
of this duality is shown in Exercise 2.3.2 (d). The support function turns out to be
particularly useful in dealing with Minkowski combinations of convex sets.

Definition 2.4 Let A ⊂ R
n be nonempty and convex. The support function hA :

R
n → (−∞,∞] of A is defined as

hA(u) := sup {〈x, u〉 : x ∈ A} , u ∈ R
n.

It is often convenient to use the notation h(A, ·) := hA for the support function
of the set A. For instance, this is the case whenever we focus on the dependence
of the support function on the underlying set or if the set A and the vector u in
hA(u) = h(A, u) deserve equal attention.

Example 2.6 If A = {x0}, then hA(u) = 〈x0, u〉 for u ∈ R
n.

Example 2.7 The support function of the Euclidean ball of radius r ≥ 0 centred at
0 is given by hrBn(u) = r‖u‖, u ∈ R

n. Here we use that for x ∈ rBn, we have
〈x, u〉 ≤ ‖x‖‖u‖ ≤ r‖u‖ and 〈ru/‖u‖, u〉 = r‖u‖ if u �= 0 with ru/‖u‖ ∈ rBn.

Theorem 2.7 Let A,B ⊂ R
n be nonempty convex sets. Then

(a) hA is positively homogeneous, closed and convex (and hence subadditive).
(b) hA = hcl A and

cl A = {x ∈ R
n : 〈x, u〉 ≤ hA(u) for u ∈ R

n}.
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(c) A ⊂ B implies hA ≤ hB; conversely, hA ≤ hB implies cl A ⊂ cl B.
(d) hA is finite (real-valued) if and only if A is bounded.
(e) hαA+βB = αhA + βhB for α, β ≥ 0.
(f) h−A(u) = hA(−u) for u ∈ R

n.
(g) If Ai , i ∈ I , are nonempty and convex and A := conv

(⋃
i∈I Ai

)
, then

hA = sup
i∈I

hAi .

(h) If Ai , i ∈ I , are closed and convex, and if A := ⋂
i∈I Ai is nonempty, then

hA = cl conv(hAi )i∈I .

(i) δ∗
A = hA.

Proof (a) For α ≥ 0 and u, v ∈ R
n, we have

hA(αu) = sup
x∈A

〈x, αu〉 = α sup
x∈A

〈x, u〉 = αhA(u)

and

hA(u + v) = sup
x∈A

〈x, u + v〉 ≤ sup
x∈A

〈x, u〉 + sup
x∈A

〈x, v〉 = hA(u) + hA(v).

Furthermore, as a supremum of closed functions, hA is closed.
(b) The first part follows from

sup
x∈A

〈x, u〉 = sup
x∈cl A

〈x, u〉, u ∈ R
n.

For x ∈ cl A, we therefore have 〈x, u〉 ≤ hA(u) for u ∈ R
n. Conversely, suppose

x ∈ R
n is such that 〈x, ·〉 ≤ hA(·), and assume x /∈ cl A. Then, by Theorem 1.14,

there exists a (supporting) hyperplane separating x and cl A, that is, a direction
y ∈ S

n−1 and α ∈ R such that

〈x, y〉 > α and 〈z, y〉 ≤ α for z ∈ cl A.

This implies

hcl A(y) = hA(y) ≤ α < 〈x, y〉,

a contradiction.
(c) The first part is obvious, the second follows from (b).



2.3 The Support Function 63

(d) If A is bounded, we have A ⊂ Bn(r) for some r > 0. Then, (c) implies
hA ≤ hBn(r) = r‖ ·‖, hence hA < ∞. Conversely, hA < ∞ and Theorem 2.5 imply
that hA is continuous on R

n. Therefore, hA is bounded on S
n−1, that is, hA ≤ r =

hBn(r) on S
n−1, for some r > 0. The positive homogeneity, proved in (a), implies

that hA ≤ hBn(r) on all of Rn, hence (c) shows that cl A ⊂ Bn(r), that is, A is
bounded.

(e) For any u ∈ R
n, we have

hαA+βB(u) = sup
x∈αA+βB

〈x, u〉 = sup
y∈A,z∈B

〈αy + βz, u〉

= sup
y∈A

〈αy, u〉 + sup
z∈B

〈βz, u〉

= αhA(u) + βhB(u).

(f) For any u ∈ R
n, we have

h−A(u) = sup
x∈−A

〈x, u〉 = sup
y∈A

〈−y, u〉 = sup
y∈A

〈y,−u〉

= hA(−u).

(g) Since Ai ⊂ A, we have hAi ≤ hA (from (c)), hence

sup
i∈I

hAi ≤ hA.

Conversely, y ∈ A has a representation

y = α1yi1 + · · · + αkyik ,

with k ∈ N, yij ∈ Aij , αj ≥ 0,
∑

αj = 1 and ij ∈ I . Hence, for u ∈ R
n we get

〈y, u〉 = 〈α1yi1 + · · · + αkyik , u〉 ≤ α1hAi1
(u) + · · · + αkhAik

(u) ≤ sup
i∈I

hAi (u),

and therefore hA(u) = supy∈A 〈y, u〉 ≤ supi∈I hAi (u).
(h) Let x0 ∈ A. Since A ⊂ Ai for i ∈ I , we get from (c) that 〈x0, ·〉 ≤ hA ≤ hAi

for i ∈ I . Using the inclusion of the epigraphs, the definition of cl and conv for
functions and (a), we obtain

hA ≤ cl conv(hAi )i∈I =: g.
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On the other hand, Theorem 2.3 shows that the closed convex function g is the
supremum of all affine functions below g. Since

(a, b) ∈ cl conv

(
⋃

i∈I

epi hi

)

⇐⇒ (λa, λb) ∈ cl conv

(
⋃

i∈I

epi hi

)

for λ > 0, g is positively homogeneous, and hence we can concentrate on linear
functions. In fact, if 〈·, y〉+α ≤ g, then α ≤ 0 since 0 +α ≤ g(0) = 0. For u ∈ R

n

and λ > 0, we have 〈λu, y〉+α ≤ g(λu). Hence 〈u, y〉+α/λ ≤ g(u), and therefore
〈u, y〉 ≤ g(u). This shows that the given estimate can be replaced by the stronger
estimate 〈·, y〉 ≤ g.

Therefore, suppose that 〈·, y〉 ≤ g, y ∈ R
n, is such a function. Since g ≤ hAi for

i ∈ I ,

〈·, y〉 ≤ hAi for i ∈ I.

Now (c) implies that y ∈ Ai , i ∈ I , hence y ∈ ⋂
i∈I Ai = A. Therefore,

〈·, y〉 ≤ hA,

from which we get

g = cl conv(hAi )i∈I ≤ hA.

(i) For x ∈ R
n, we have

δ∗
A(x) = sup

y∈Rn

(〈x, y〉 − δA(y)) = sup
y∈A

〈x, y〉 = hA(x),

hence δ∗
A = hA. ��

We mention without proof a couple of further properties of support functions,
which are simple consequences of the definition or of Theorem 2.7. In the following
remarks, A is always a nonempty closed convex subset of Rn.

Remark 2.15 For a ∈ R
n, we have A = {a} if and only if hA = 〈a, ·〉.

Remark 2.16 For a nonempty convex set A ⊂ R
n and x ∈ R

n, we have hA+x =
hA + 〈x, ·〉.
Remark 2.17 A is origin-symmetric (i.e., A = −A) if and only if hA is even, i.e.,
hA(x) = hA(−x) for x ∈ R

n.

Remark 2.18 We have 0 ∈ A if and only if hA ≥ 0.

The following result is crucial for our subsequent considerations. It provides a
characterization of support functions of closed convex sets.
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Theorem 2.8 Let h : R
n → (−∞,∞] be positively homogeneous, closed and

convex. Then there exists a unique nonempty, closed and convex set A ⊂ R
n such

that

hA = h.

Proof If h ≡ ∞, we can choose A = R
n. Hence we can assume that h is proper.

Then there is some x0 ∈ R
n with h(x0) < ∞, and thus h(0) = h(0 ·x0) = 0h(x0) =

0, by the assumed positive homogeneity.
For α > 0, we obtain from the positive homogeneity of h that

h∗(x) = sup
y∈Rn

(〈x, y〉 − h(y)) = sup
y∈Rn

(〈x, αy〉 − h(αy))

= α sup
y∈Rn

(〈x, y〉 − h(y)) = αh∗(x).

Therefore, h∗ can only attain the values 0 and ∞. Since h is convex and proper, so
is h∗. We put A := dom h∗. By Theorem 2.4 (a), A is nonempty, closed and convex,
and

h∗ = δA.

Theorem 2.7 (i) implies that

h∗∗ = δ∗
A = hA.

By Theorem 2.4 (b), we have h∗∗ = h, hence hA = h.
The uniqueness of A follows from Theorem 2.7 (b). ��
Since the class of nonempty compact convex sets will play a major role, we

provide the following definition.

Definition 2.5 A compact convex set K �= ∅ is called a convex body. We denote by
Kn the set of all convex bodies in R

n.

In the literature, convex bodies are sometimes required to have nonempty interior,
whereas here we only exclude empty (compact convex) sets.

Corollary 2.2 Let h : R
n → R be positively homogeneous and convex. Then

there exists a unique K ∈ Kn such that hK = h. Conversely, for K ∈ Kn the
support function hK : Rn → R is real-valued, positively homogeneous, convex and
continuous.

Proof This follows as a consequence of Theorem 2.8 in connection with Theo-
rem 2.7 (d). ��
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Let A ⊂ R
n be nonempty, closed and convex. For u ∈ R

n \ {0}, we consider the
sets

H(A, u) := {x ∈ R
n : 〈x, u〉 = hA(u)}

and

A(u) := A ∩ H(A, u) = {x ∈ A : 〈x, u〉 = hA(u)}.

If hA(u) = ∞, both sets are empty. If hA(u) < ∞, then H(A, u) is a hyperplane
which bounds A, but H(A, u) need not be a supporting hyperplane (see the
example in Sect. 1.4), namely if A(u) = ∅. If A(u) �= ∅, then H(A, u) is a
supporting hyperplane of A (at each point x ∈ A(u)) and A(u) is the corresponding
support set. We discuss now the support function of A(u). In order to simplify the
considerations, we concentrate on the case where A is compact, and hence also A(u)

is nonempty and compact for u ∈ S
n−1.

Next we provide a description of support functions of support sets of convex
bodies.

Theorem 2.9 Let K ∈ Kn and u ∈ R
n \ {0}. Then

hK(u)(x) = h′
K(u; x), x ∈ R

n,

that is, the support function of K(u) is given by the directional derivatives of hK at
the point u.

Proof First, we show that hK(u)(x) ≤ h′
K(u; x) for x ∈ R

n. For y ∈ K(u) and
v ∈ R

n, we have

〈y, v〉 ≤ hK(v),

since y ∈ K , with equality for v = u. In particular, for v := u + tx, x ∈ R
n and

t > 0, we thus get

〈y, u〉 + t〈y, x〉 ≤ hK(u + tx),

and hence

〈y, x〉 ≤ hK(u + tx) − hK(u)

t
.

For t ↘ 0, we obtain

〈y, x〉 ≤ h′
K(u; x).
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Since this holds for all y ∈ K(u), we arrive at

hK(u)(x) ≤ h′
K(u; x). (2.5)

Now we prove that hK(u)(x) ≥ h′
K(u; x) for x ∈ R

n. From the subadditivity of
hK we obtain, for t > 0,

hK(u + tx) − hK(u)

t
≤ hK(tx)

t
= hK(x),

and thus

h′
K(u; x) ≤ hK(x).

This shows that the function x �→ h′
K(u; x) is finite. As we have mentioned in the

last section, it is also convex and positively homogeneous. In fact,

h′
K(u; x + z) = lim

t↘0

hK(u + tx + tz) − hK(u)

t

≤ lim
t↘0

hK(u
2 + tx) − hK(u

2 )

t
+ lim

t↘0

hK(u
2 + tz) − hK(u

2 )

t

≤ lim
t↘0

hK(u + 2tx) − hK(u)

2t
+ lim

t↘0

hK(u + 2tz) − hK(u)

2t

= h′
K(u; x) + h′

K(u; z)

and

h′
K(u; αx) = lim

t↘0

hK(u + tαx) − hK(u)

t
= αh′

K(u; x),

for x, z ∈ R
n and α ≥ 0. By Corollary 2.2, there exists an L ∈ Kn with

hL(x) = h′
K(u; x), x ∈ R

n.

For y ∈ L, we have

〈y, x〉 ≤ h′
K(u; x) ≤ hK(x), x ∈ R

n,

hence y ∈ K . Furthermore, the definition of the directional derivative and the
positive homogeneity of support functions imply that

〈y, u〉 ≤ h′
K(u; u) = hK(u)
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and

〈y,−u〉 ≤ h′
K(u; −u) = −hK(u),

from which we obtain

〈y, u〉 = hK(u),

and thus y ∈ K ∩ H(K, u) = K(u). It follows that L ⊂ K(u), and therefore (again
by Theorem 2.7)

h′
K(u; x) = hL(x) ≤ hK(u)(x). (2.6)

Combining the inequalities (2.5) and (2.6), we obtain the assertion. ��
Remark 2.19 As a consequence, we obtain that K(u) consists of one point if and
only if h′

K(u; ·) is linear. In this case, the unique boundary point of K with exterior
unit normal u is grad hK(u) =: ∇hK(u). In view of Exercise 2.2.6, the latter is
equivalent to the differentiability of hK at u. If all the support sets K(u), u ∈ S

n−1,
of a nonempty, compact convex set K consist of points, the boundary bd K does not
contain any segments. Such sets K are called strictly convex. Hence, K is strictly
convex if and only if hK is differentiable on R

n \ {0}.
We finally consider the support functions of polytopes. A set ∅ �= C ⊂ R

n is
called a convex cone if αC ⊂ C for α ≥ 0 and if C is convex. Hence, C is closed
under nonnegative combinations of vectors in C.

We call a (positively homogeneous) function h on R
n piecewise linear if there

are finitely many convex cones A1, . . . , Am ⊂ R
n such that Rn = ⋃m

i=1 Ai and h is
linear on Ai , i = 1, . . . ,m.

Theorem 2.10 Let K ∈ Kn. Then K is a polytope if and only if hK is piecewise
linear.

Proof The convex body K is a polytope if and only if

K = conv{x1, . . . , xk},

for some x1, . . . , xk ∈ R
n. In view of Theorem 2.7, the latter is equivalent to

hK = max
i=1,...,k

〈xi, ·〉,

which holds if and only if hK is piecewise linear.
In fact, if hK has the above form, we define

Ai := {x ∈ R
n : max

j=1,...,k
〈xj , x〉 = 〈xi, x〉}, i = 1, . . . , k.
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It is easy to check that Ai is a closed convex cone, and clearly hK = 〈xi, ·〉 is linear
on Ai . Thus hK is piecewise linear.

Conversely, suppose that hK is linear on the convex cones A1, . . . , Ak which
cover Rn. Then we may assume that Ai is closed, since we can replace Ai by cl Ai ,
which is still a convex cone, and use that hK remains linear on cl Ai . Moreover,
we can assume that all closed convex cones A1, . . . , Ak have interior points, since
lower-dimensional closed sets Ai can be omitted (if a point x0 ∈ R

n lies only in
lower-dimensional closed convex cones, then there is a point in a neighbourhood
of x0 which is not covered by the union of all cones, a contradiction). Then, for
i = 1, . . . , k there is some (uniquely determined) xi ∈ R

n such that 〈xi, ·〉 = hK on
Ai . This already implies that

max{〈xi, ·〉 : i = 1, . . . , k} ≥ hK.

For the reverse inequality, let x ∈ R
n. For i ∈ {1, . . . , k}, we can choose z ∈

int(Ai) \ {x}. Then there are y ∈ Ai and λ ∈ (0, 1) such that z = λx + (1 − λ)y.
Hence,

〈xi, z〉 = hK(z) = hK(λx + (1 − λ)y)

≤ λhK(x) + (1 − λ)hK(y) = λhK(x) + (1 − λ)〈xi, y〉,

and thus 〈xi, x〉 ≤ hK(x). Since this holds for i = 1, . . . , k, we get

max{〈xi, x〉 : i = 1, . . . , k} ≤ hK(x)

for x ∈ R
n. This finally yields that hK = max{〈xi, ·〉 : i = 1, . . . , k}. ��

Exercises and Supplements for Sect. 2.3

1.* Let f : Rn → R be positively homogeneous and twice continuously partially
differentiable on R

n \ {0}. Show that there are K,L ∈ Kn such that

f = hK − hL.

Hint: Use Exercise 2.2.4 (b).
2. Let K ∈ Kn with 0 ∈ int K , and let K◦ be the polar of K (see Exercise 1.1.14).

Show that

(a) K◦ is compact and convex with 0 ∈ int K◦,
(b) K◦◦ := (K◦)◦ = K ,
(c) K is a polytope if and only if K◦ is a polytope,
(d) hK = dK◦ .
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3. Let K ∈ Kn with 0 ∈ int K . Then the radial function of K is defined by

ρ(K, x) := ρK(x) := max{λ ≥ 0 : λx ∈ K}, x ∈ R
n \ {0}.

Show that ρ(K, x) = h(K◦, x)−1 for x ∈ R
n \ {0}. See Exercise 1.1.14 for the

definition of the polar body K◦.
4. Let f : Rn → R be sublinear. Then there is a uniquely determined K ∈ Kn

satisfying f = h(K, ·). Prove the existence of K by using Helly’s theorem.
5.* Let K ⊂ R

n be a compact set, and for k ∈ N let fk : Rn → R be a convex
function. Assume that for x ∈ R

n the limit f (x) := limk→∞ fk(x) exists.
Prove the following assertions.

(a) f : Rn → R is a convex function.
(b) There is a constant M ∈ R such that |fk(x)| ≤ M for x ∈ K and k ∈ N.
(c) The sequence (fk)k∈N converges uniformly on K to f .

6. Let K,L ∈ Kn and let C > 0 be a constant such that K,L ⊂ Bn(0, C). Show
that

(a) hK is Lipschitz continuous with

|hK(x) − hK(y)| ≤ C‖x − y‖, x, y ∈ R
n.

(b)

|hK(u) − hL(v)| ≤ C‖u − v‖ + ‖hK − hL‖, u, v ∈ S
n−1,

where ‖f ‖ := sup{|f (u)| : u ∈ S
n−1} for a function f : Sn−1 → R.

7. Let 0 < r ≤ R < ∞, K,L ∈ Kn with Bn(0, r) ⊂ K,L ⊂ Bn(0, R) and
u, v ∈ S

n−1. Prove that

|ρ(K, u) − ρ(L, v)| ≤ R

r
‖hK − hL‖ + R2

r
‖u − v‖.

8. Let K ∈ Kn with int K �= ∅ and

l(K, u) := sup{‖x − y‖ : x, y ∈ K, x − y ∈ Ru}, u ∈ S
n−1.

Prove the following assertions.

(a) The supremum in the definition of l(K, u) is a maximum. (This is the
maximal length of a segment in K having direction u.)

(b) l(K, u) = ρ(K − K,u) for u ∈ S
n−1.

(c) min{l(K, u) : u ∈ S
n−1} = min{h(K, u) + h(K,−u) : u ∈ S

n−1}.
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9. Determine the support functions of the following convex bodies (cube and
cross-polytope).

(a) K1 := {(x1, . . . , xn)
� ∈ R

n : |xi | ≤ r for i = 1, . . . , n}, r ≥ 0.
(b) K2 := {(x1, . . . , xn)

� ∈ R
n : |x1| + · · · + |xn| ≤ r}, r ≥ 0.

10. Let K1,K2 ⊂ R
n be convex bodies. Determine the support function of the

convex body

conv(K1 ∪ K2).

Suppose in addition that K1 ∩ K2 �= ∅. Prove that the function

g(u) := inf{h(K1, u1) + h(K2, u2) : u1 + u2 = u}, u ∈ R
n,

is sublinear. In fact, g is the support function of K1 ∩ K2.
11. Let f, g : Rn → R be convex functions, and let x ∈ R

n. Show that

∂(f + g)(x) = ∂f (x) + ∂g(x).

12. Hints to the literature: Analytic aspects of convexity and convex functions are
the subject of [37, 45, 55, 56, 65, 76, 87]. There exists a vast literature on
optimization related to convexity. In this respect, we mention only the classical
text [89].



Chapter 3
Brunn–Minkowski Theory

The classical Steiner formula states that for a convex body K ∈Kn the volume
Vn(K + �Bn) of the parallel set K + �Bn (see Fig. 3.1 for an illustration), for
� ≥ 0, is a polynomial in � ≥ 0 whose coefficients (if suitably normalized) are
the intrinsic volumes (or Minkowski functionals) V0(K), . . . , Vn(K) evaluated at
the given convex body K . Among these functionals are the volume Vn and the
surface area Vn−1 (up to a constant factor), but also less known functionals such
as the mean width (which is proportional to V1) and the Euler characteristic V0.
The intrinsic volumes are continuous, additive and motion invariant functionals on
convex bodies. In Chap. 5 we shall see that these properties characterize the intrinsic
volumes. In addition, the intrinsic volumes are subject to various inequalities, of
which the celebrated isoperimetric inequality is a particular example.

The Steiner formula is a special case of a much more general polynomial
expansion available for the volume of Minkowski combinations of convex bodies.
The coefficient functionals arising from such an expansion are the mixed volumes of
convex bodies, which provide a far-reaching generalization of the intrinsic volumes.
It is a main goal of this chapter to introduce the mixed volume, which is a functional
on n-tuples of convex bodies in R

n. Mixed volumes of convex bodies satisfy deep
geometric inequalities and can be localized by the introduction of mixed area
measures. The latter will be studied in detail in Chap. 4.

3.1 The Space of Convex Bodies

In the following, we mostly concentrate on convex bodies (nonempty compact
convex sets) K in R

n and first discuss the space Kn of convex bodies, which we
endow with a metric and hence a topology. We emphasize that we do not require
that a convex body has interior points; hence lower-dimensional bodies are included
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Fig. 3.1 Illustration of the
parallel set of a polygon and
its polynomial area growth
(Steiner’s formula in the
plane)

in Kn. The set Kn is closed under Minkowski addition, that is, we have

K,L ∈ Kn )⇒ K + L ∈ Kn,

and multiplication by nonnegative scalars,

K ∈ Kn, α ≥ 0 )⇒ αK ∈ Kn.

In fact, we even have αK ∈ Kn for all α ∈ R, since the reflection −K of a convex
body K is again a convex body. Thus, Kn is a convex cone and the question arises
whether we can embed this cone into a suitable vector space. Since (Kn,+) is a
(commutative) semi-group, the problem reduces to the question of whether this
semi-group can be embedded into a group. A simple algebraic criterion (which
is necessary and sufficient) is that the cancellation rule must be valid. Although
this can be checked directly for convex bodies (see Exercise 3.1.3), we use now
the support function for a direct embedding, which has a number of additional
advantages.

For this purpose, we consider the support function hK of a convex body as a
function on the unit sphere S

n−1 (because of the positive homogeneity of hK , the
values on S

n−1 determine hK completely). Let C(Sn−1) be the vector space of
continuous functions on S

n−1. This is a Banach space with respect to the maximum
norm

‖f ‖ := max
u∈Sn−1

|f (u)|, f ∈ C(Sn−1).

We call a function f : Sn−1 → R convex if the homogeneous extension

f̃ (x) :=
⎧
⎨

⎩

‖x‖f
(

x
‖x‖

)
, x �= 0,

0, x = 0,

is convex on R
n. Let Hn be the set of all convex functions on S

n−1. By Theorem 2.5
and Remark 2.7, Hn is a convex cone in C(Sn−1).
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Theorem 3.1 The mapping

T : Kn → Hn, K �→ hK,

is (positively) linear on Kn and maps the convex cone Kn one-to-one onto the
convex cone Hn. Moreover, T is compatible with the inclusion order on Kn and
the pointwise order ≤ on Hn.

In particular, T embeds the (ordered) convex cone Kn into the (ordered) vector
space C(Sn−1).

Proof The positive linearity of T follows from Theorem 2.7 (e) and the injectivity
from Theorem 2.7 (b). The fact that T (Kn) = Hn is a consequence of Theorem 2.8.
The compatibility with respect to the orders on Kn and Hn, respectively, follows
from Theorem 2.7 (c). ��
Remark 3.1 Positive linearity of T on the convex cone Kn means that

T (αK + βL) = αT (K) + βT (L)

for K,L ∈ Kn and α, β ≥ 0. In this case, positive linearity does not extend to
negative α, β, in particular not to difference bodies K −L = K +(−L). One reason
is that the function hK − hL is in general not convex, but even if it is, which means
that

hK − hL = hM,

for some M ∈ Kn, then the body M is in general different from the difference body
K − L. We write K * L := M and call this body the Minkowski difference of K

and L. While the difference body K − L exists for all K,L ∈ Kn, the Minkowski
difference K * L exists only in special cases, namely if K can be decomposed as
K = M + L (then M = K * L).

With respect to the norm topology provided by the maximum norm in C(Sn−1),
the cone Hn is closed (see Exercise 3.1.11 for a more general statement). Our next
goal is to define a natural metric on Kn such that T becomes even an isometry. Thus
we obtain an isometric embedding of Kn into the Banach space C(Sn−1).

Definition 3.1 For K,L ∈ Kn, let

d(K,L) := inf{ε ≥ 0 : K ⊂ L + Bn(ε), L ⊂ K + Bn(ε)}.

It is easy to see that the infimum is attained, hence it is in fact a minimum
(see Exercise 3.1.1). The Euclidean metric on R

n is also denoted by d . Since the
arguments K,L ∈ Kn of d(K,L) in the preceding definition are convex bodies,
hence subsets of Rn, there is no danger of confusing this quantity with the metric of
the underlying space.
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Theorem 3.2 For K,L ∈ Kn, we have

d(K,L) = ‖hK − hL‖.

Therefore, d is a metric on Kn and

d(K + M,L + M) = d(K,L),

for K,L,M ∈ Kn.

Proof From Theorem 2.7 we obtain

K ⊂ L + Bn(ε) ⇐⇒ hK ≤ hL + εhBn

and

L ⊂ K + Bn(ε) ⇐⇒ hL ≤ hK + εhBn .

Since hBn ≡ 1 on S
n−1, this implies that

K ⊂ L + Bn(ε), L ⊂ K + Bn(ε) ⇐⇒ ‖hK − hL‖ ≤ ε,

and the assertions follow. ��
In an arbitrary metric space (X, d0), the class C(X) of nonempty compact subsets

of X can be endowed with the Hausdorff metric d̃ which is defined by

d̃(A,B) := max{max
x∈A

d0(x, B), max
y∈B

d0(y,A)}

for A,B ∈ C(X), where we have used the abbreviation

d0(u,C) := min
v∈C

d0(u, v), u ∈ X,C ∈ C(X).

The minimal and maximal values exist due to the compactness of the sets and the
continuity of the metric.

We now show that on Kn ⊂ C(Rn), the Hausdorff metric d̃ coincides with the
metric d introduced in Definition 3.1.

Theorem 3.3 If K,L ∈ Kn, then

d(K,L) = d̃(K,L).

Proof We have

d(K,L) = max{inf{ε ≥ 0 : K ⊂ L + Bn(ε)}, inf{ε ≥ 0 : L ⊂ K + Bn(ε)}}.
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Recall that d : Rn × R
n → [0,∞) denotes the Euclidean metric. Then we have

K ⊂ L + Bn(ε) ⇐⇒ d(x,L) ≤ ε for x ∈ K

⇐⇒ max
x∈K

d(x,L) ≤ ε,

and hence

inf{ε ≥ 0 : K ⊂ L + Bn(ε)} = max
x∈K

d(x,L),

which yields the assertion. ��
The preceding results can be summarized by saying that a sequence of convex

bodies (Kj )j∈N converges to K0 ∈ Kn in the metric space (Kn, d), that is, with
respect to the Hausdorff metric, if and only if the sequence of support functions
(hKj )j∈N converges uniformly to the support function of K0 on S

n−1. The latter in
turn is equivalent to the pointwise convergence of the support functions, as shown
in Exercise 2.3.6.

We now come to an important topological property of the metric space (Kn, d)

which states that every bounded subset M ⊂ Kn is relatively compact. Clearly,
also in the metric space (Rn, d) every bounded subset is relatively compact, but this
property is not available in general metric spaces.

In (Kn, d), a subset M ⊂ Kn is bounded, if there exists a c > 0 such that

d(K,L) ≤ c for K,L ∈ M.

This is equivalent to

K ⊂ Bn(c′) for K ∈ M,

for some constant c′ > 0. Here we can replace the ball Bn(c′) by any compact
set, in particular by a cube W ⊂ R

n. The subset M is relatively compact if every
sequence K1,K2, . . . with Kk ∈ M has a convergent subsequence (note that in
metric spaces, sequential compactness and compactness are equivalent). Therefore,
the mentioned topological property is a consequence of Theorem 3.4.

It is a crucial step in the proof of Theorem 3.4 to show that the metric space
(Kn, d) is complete, that is, Cauchy sequences are convergent. We extract this part
of the argument as a lemma, since it is of independent interest.

Lemma 3.1 Cauchy sequences in (Kn, d) are convergent.
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Proof Suppose that (Kk)k∈N is a Cauchy sequence, that is, for each ε > 0 there is
some m = m(ε) ∈ N such that

d(Kk,Kl) ≤ ε for k, l ≥ m. (3.1)

Consider

K̃k := cl conv(Kk ∪ Kk+1 ∪ · · · ) ∈ Kn

and

K0 :=
∞⋂

k=1

K̃k ∈ Kn.

We claim that Kk → K0 as k → ∞.
First, by construction we have K̃k ∈ Kn and K̃k+1 ⊂ K̃k for k ∈ N. Therefore,

K0 �= ∅, and hence indeed K0 ∈ Kn.
For ε > 0, the Cauchy property (3.1) implies that there is some m = m(ε) ∈ N

such that

Kl ⊂ Kk + Bn(ε) for k, l ≥ m,

therefore

K̃r ⊂ Kk + Bn(ε) for k, r ≥ m,

and thus in particular

K0 ⊂ Kk + Bn(ε) for k ≥ m.

Next we show that for each ε > 0, there exists an m′ = m′(ε) ∈ N such that

K̃k ⊂ K0 + Bn(ε) for k ≥ m′.

To verify this, assume on the contrary that (for some ε > 0)

K̃k �⊂ K0 + Bn(ε) for infinitely many k ∈ N.

Then

K̃ki ∩ [W \ int(K0 + Bn(ε))] �= ∅
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for a subsequence (ki)i∈N in N. Since K̃ki and W \ int(K0 + Bn(ε)) are compact,
this implies that

∅ �=
∞⋂

i=1

(
K̃ki ∩ [W \ int(K0 + Bn(ε))]) = K0 ∩ [W \ int(K0 + Bn(ε))] = ∅,

a contradiction.
Since K̃k ⊂ K0 + Bn(ε) implies that Kk ⊂ K0 + Bn(ε), we finally obtain that

d(K0,Kk) ≤ ε for k ≥ max{m,m′}. This proves the lemma. ��
Now we show that the metric space (Kn, d) is sequentially compact.

Theorem 3.4 (Blaschke’s Selection Theorem) Every bounded sequence in the
metric space (Kn, d) has a convergent subsequence with limit in Kn.

Proof Let (Kj )j∈N be a given bounded sequence in Kn. By repeated selection
of subsequences and a subsequent choice of a diagonal sequence, we construct a
subsequence of (Kj )j∈N which is a Cauchy sequence. Then the proof is completed
by an application of Lemma 3.1.

W.l.o.g. we may assume that Kj ⊂ W , j ∈ N, and W is the unit cube. For each
i ∈ N, we divide W into 2in closed subcubes of edge length 2−i . For K ∈ Kn, let
Wi(K) be the union of all subcubes of the ith dissection of W which intersect K .

Since for fixed i ∈ N there are only finitely many different sets Wi(Kj ), j ∈ N,

there is a subsequence (K
(1)
j )j∈N of (Kj )j∈N such that

W1(K
(1)
1 ) = W1(K

(1)
2 ) = · · · .

Then there is a subsequence (K
(2)
j )j∈N of (K

(1)
j )j∈N such that

W2(K
(2)
1 ) = W2(K

(2)
2 ) = · · · .

This can be iterated (for i ≥ 2) and leads to a subsequence (K
(i)
j )j∈N of (K

(i−1)
j )j∈N

such that

Wi(K
(i)
1 ) = Wi(K

(i)
2 ) = · · · .

Let k, l ∈ N and i ∈ N. Since

d(x,K
(i)
l ) = min

y∈K
(i)
l

‖x − y‖ ≤ √
n 2−i for x ∈ K

(i)
k ,

we have

d(K
(i)
k ,K

(i)
l ) ≤ √

n 2−i for k, l ∈ N, i ∈ N.
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By the subsequence property, we deduce

d(K
(j)

k ,K
(i)
l ) ≤ √

n 2−i for k, l ∈ N, j, i ∈ N, j ≥ i.

In particular, the ‘diagonal sequence’ K
(k)
k , k ∈ N, satisfies

d(K
(k)
k ,K

(l)
l ) ≤ √

n 2−l for k, l ∈ N, k ≥ l.

Hence (K
(k)
k )k∈N is a Cauchy sequence in (Kn, d).

An application of Lemma 3.1 completes the proof. ��
Remark 3.2 It is clear that Theorem 3.4 implies that (Kn, d) is a complete metric
space, which is just the assertion of Lemma 3.1.

Remark 3.3 Blaschke’s selection theorem can also be proved by using support
functions and the Arzelá–Ascoli theorem for continuous functions on the unit
sphere. In fact, if (Kk)k∈N is a bounded sequence of convex bodies in R

n, then
the sequence of support functions hi = hKi , i ∈ N, is pointwise bounded and the
sequence is equicontinuous on S

n−1 (see Exercise 2.3.6). Hence the sequence has a
convergent subsequence (with respect to the sup norm). The limit function is again
positively homogenous and convex, hence the support function of a convex body
K0. It follows that the convex bodies corresponding to the subsequence converge
to K0.

The topology on Kn given by the Hausdorff metric allows us to introduce and
study geometric functionals on convex bodies by first defining them for a special
subclass, for example the class Pn of polytopes. Such a program requires that
the geometric functionals under consideration have a continuity or monotonicity
property and also that the class Pn of polytopes is dense in Kn. We now discuss the
latter aspect. Geometric functionals will then be investigated in the next section.

Theorem 3.5 Let K ∈ Kn and ε > 0.

(a) There exists a polytope P ∈ Pn with P ⊂ K and d(K,P ) ≤ ε.
(b) There exists a polytope P ∈ Pn with K ⊂ P and d(K,P ) ≤ ε.
(c) If 0 ∈ relint K , then there exists a convex polytope P ∈ Pn which satisfies

P ⊂ K ⊂ (1 + ε)P .
There is even a convex polytope P̃ ∈ Pn with P̃ ⊂ relint K and which

satisfies K ⊂ relint((1 + ε)P̃ ).

Proof Let K ∈ Kn and ε > 0 be fixed.

(a) The family {int Bn(x, ε) : x ∈ bd K} is an open covering of the compact set
bd K . Therefore there exist x1, . . . , xm ∈ bd K with

bd K ⊂
m⋃

i=1

int Bn(xi, ε).
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Defining

P := conv{x1, . . . , xm},

we obtain

P ⊂ K and bd K ⊂ P + Bn(ε).

The latter implies that K ⊂ P + Bn(ε) and therefore d(K,P ) ≤ ε.
(b) For each u ∈ S

n−1, H(K, u) = {x ∈ R
n : 〈x, u〉 = hK(u)} is the supporting

hyperplane of K (in direction u) and

H−(K, u) := {x ∈ R
n : 〈x, u〉 ≤ hK(u)}

is a halfspace bounded by H(K, u) which contains K . Then

A(K, u) := {x ∈ R
n : 〈x, u〉 > hK(u)}

is the complement of H−(K, u). The family {A(K, u) : u ∈ S
n−1} is an open

covering of the compact set bd(K + Bn(ε)). In fact, for y ∈ bd(K +Bn(ε)) we
have y /∈ K , and hence y can be separated from K by a supporting hyperplane
H(K, u) of K such that y ∈ A(K, u). Therefore there exist u1, . . . , um ∈ S

n−1

with

bd(K + Bn(ε)) ⊂
m⋃

i=1

A(K, ui).

We define a polyhedral set by

P :=
m⋂

i=1

(Rn \ A(K, ui)) =
m⋂

i=1

H−(K, ui),

and hence

K ⊂ P and R
n \ P =

m⋃

i=1

A(K, ui).

Finally, we claim that

P ⊂ K + Bn(ε).
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In fact, if there is some x ∈ P \ (K + Bn(ε)), we choose any p ∈ K ⊂ P and
then find some

q ∈ [x, p] ∩ bd(K + Bn(ε)) ⊂ P ∩
m⋃

i=1

A(K, ui) = P ∩ (Rn \ P) = ∅,

a contradiction. In particular, the polyhedral set P is bounded and hence a
polytope. Thus we conclude that d(K,P ) ≤ ε.

(c) W.l.o.g. we may assume that dim K = n, hence 0 ∈ int K . If we copy the proof
of (b) with Bn(ε) = εBn replaced by εK , we obtain a polytope P ′ with

K ⊂ P ′ ⊂ (1 + ε)K.

The polytope P := 1
1+ε

P ′ then satisfies 0 ∈ int P and

P ⊂ K ⊂ (1 + ε)P.

In particular, we get a polytope P with 0 ∈ int P and

P ⊂ K ⊂
(

1 + ε

2

)
P .

We choose P̃ := δP with 0 < δ < 1. Then

P̃ ⊂ int P ⊂ int K.

If δ is close to 1, such that (1 + ε
2 ) 1

δ
< 1 + ε, then

K ⊂
(

1 + ε

2

) 1

δ
P̃ ⊂ int((1 + ε)P̃ ),

which completes the proof.
��

Remark 3.4 Theorem 3.5 shows that clPn = Kn. The metric space Kn is also
separable, since there is a countable dense set P̃n of polytopes. To see this, observe
that a given polytope can be approximated by polytopes having vertices with rational
coordinates.

Remark 3.5 The polytope P which was constructed in the course of the proof of
Theorem 3.5 (a) has its vertices on bd K . If we use the open covering {int Bn(x, ε) :
x ∈ relint K} of K instead, we obtain a polytope P with d(K,P ) ≤ ε and P ⊂
relint K .

Remark 3.6 There is also a simultaneous proof of Theorem 3.5 (b) and the first part
of Theorem 3.5 (c), which uses Theorem 3.5 (a). Namely, assuming dim K = n and
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0 ∈ int K , the body K contains a ball Bn(α), α > 0. For given ε ∈ (0, 1), by (a)
there is some P ∈ Pn, P ⊂ K , such that d(K,P ) < αε/2. Note that P depends on
ε and α. Hence

hP (u) ≥ hK(u) − αε

2
≥ α

(
1 − ε

2

)
> 0, u ∈ S

n−1,

and therefore α(1 − ε/2)Bn ⊂ P . This shows that

P ⊂ K ⊂ P + αε

2
Bn ⊂ P + αε

2

1

α(1 − ε/2)
P =

(

1 + ε/2

1 − ε/2

)

P ⊂ (1 + ε)P.

Hence we obtain (c) and also get

‖h(1+ε)P − hK‖ ≤ ε‖hP ‖ ≤ ε‖hK‖.

To deduce (b), we may assume that 0 ∈ int K . Let ε ∈ (0, 1) be given. Define
ε′ := ε/(1 + ‖hK‖) ∈ (0, 1). Then by what we have already shown there exists a
polytope P ′ such that 0 ∈ int P ′, P ′ ⊂ K ⊂ (1 + ε′)P ′ and

‖h(1+ε′)P ′ − hK‖ ≤ ε′‖hK‖ ≤ ε.

Thus the polytope (1 + ε′)P ′ satisfies all requirements.

Exercises and Supplements for Sect. 3.1

1. For K,L ∈ Kn show that

d(K,L) = min{ε ≥ 0 : K ⊂ L + Bn(ε), L ⊂ K + Bn(ε)},

that is, the infimum in the definition of d(K,L) is attained.
2. Let Kn

c denote the set of all K ∈ Kn for which there is some point c ∈ R
n

such that K − c = −(K − c). Show that for each K ∈ Kn
c such a point c is

uniquely determined. It is denoted by c(K) and called the centre of symmetry
of K . Show that the map c : Kn

c → R
n is continuous.

3. Let K,L,M ∈ Kn. Show that if K + L ⊂ M + L, then K ⊂ M (generalized
cancellation rule). Can you avoid the use of support functions?
More generally, let A,B,C be sets in R

n. Suppose that A is nonempty and
bounded, that C is closed and convex, and that A+B ⊂ A+C. Show that then
B ⊂ C.

4. Let K,L,M ∈ Kn. Let u ∈ S
n−1. Show that K(u) + M(u) = (K + M)(u).

Can you avoid the use of support functions?



84 3 Brunn–Minkowski Theory

5. Let (Ki)i∈N be a sequence in Kn and K ∈ Kn. Show that Ki → K (in the
Hausdorff metric) if and only if the following two conditions are satisfied:

(a) Every x ∈ K is a limit point of a suitable sequence (xi)i∈N with xi ∈ Ki

for i ∈ N.
(b) For each sequence (xi)i∈N with xi ∈ Ki , for i ∈ N, every accumulation

point lies in K .

6. Let Ki,K ∈ Kn, i ∈ N. Then the following statements are equivalent.

(i) If U ⊂ R
n is open and K ∩ U �= ∅, then Ki ∩ U �= ∅ for almost all i ∈ N.

(ii) For x ∈ K , there are xi ∈ Ki , i ∈ N, such that xi → x as i → ∞.

7. Let Ki,K ∈ Kn, i ∈ N. Suppose that int K �= ∅. Then the following statements
(a), (b), and (c) are equivalent.

(a) Ki → K as i → ∞.
(b) (i) If x ∈ int K , then x ∈ int Ki for almost all i ∈ N,

(ii) If I ⊂ N with |I | = ∞, xi ∈ Ki for i ∈ I , and xi → x, as i → ∞,
then x ∈ K .

(c) (i’) If x ∈ int K , then x ∈ Ki for almost all i ∈ N,
(ii) If I ⊂ N with |I | = ∞, xi ∈ Ki for i ∈ I , and xi → x, as i → ∞,

then x ∈ K .

8.* (a) Let K,M ∈ Kn be convex bodies, which cannot be separated by a
hyperplane (i.e., there is no hyperplane {f = α} with K ⊂ {f ≤ α}
and M ⊂ {f ≥ α}). Further, let (Ki)i∈N and (Mi)i∈N be sequences in Kn.
Show that

Ki → K, Mi → M )⇒ Ki ∩ Mi → K ∩ M.

(b) Let K ∈ Kn be a convex body, and let E ⊂ R
n be an affine subspace with

E ∩ int K �= ∅. Further, let (Ki)i∈N be a sequence in Kn. Show that

Ki → K )⇒ E ∩ Ki → E ∩ K.

Hint: Use Exercise 3.1.5.
9. Let K ⊂ R

n be compact. Show that:

(a) There is a unique Euclidean ball Bc(K) of smallest diameter with K ⊂
Bc(K) (which is called the circumball of K). The map K �→ Bc(K) is
continuous.

(b) If int K �= ∅, then there exists a Euclidean ball Bi(K) of maximal diameter
with Bi(K) ⊂ K (which is called an inball of K). In general, inballs of
convex bodies are not uniquely determined.

10. A body K ∈ Kn is strictly convex, if it does not contain any segments in the
boundary.
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(a) Show that the set of all strictly convex bodies in R
n is a Gδ-set in Kn, that

is, an intersection of countably many open sets in Kn.
(b) Show that the set of all strictly convex bodies in R

n is dense in Kn.

11. Let (Ki)i∈N be a sequence in Kn for which the support functions hKi (u)

converge to the values h(u) of a function h : Sn−1 → R, for each u ∈ S
n−1.

Show that h is the support function of a convex body and that hKi → h

uniformly on S
n−1.

12. Let P be a convex polygon in R
2 with int P �= ∅. Show that:

(a) There is a polygon P1 and a triangle (or a segment) Δ with P = P1 + Δ.
(b) P has a representation P = Δ1 + · · · + Δm, with triangles (segments) Δj

which are pairwise not homothetic.
(c) P is a triangle if and only if m = 1.

13. A body K ∈ Kn, n ≥ 2, is indecomposable if K = M + L implies that
M = αK + x and L = βK + y, for some α, β ≥ 0 and x, y ∈ R

n. Show
that:

(a) If P ∈ Kn is a polytope and all 2-faces of P are triangles, then P is
indecomposable.

(b) For n ≥ 3, the set of indecomposable convex bodies is a dense Gδ-set in
Kn.

14. Let In be the set of convex bodies K ∈ Kn which are strictly convex and
indecomposable. Let n ≥ 3. Show that In is dense in Kn.
It seems to be an open problem to explicitly construct an element of In.

15.* (Simultaneous approximation of convex sets, their unions and nonempty inter-
sections) Let K1, . . . ,Km ∈ Kn be convex bodies such that K := K1∪· · ·∪Km

is convex. Let ε > 0. Then there are polytopes P1, . . . , Pm ∈ Pn with
Ki ⊂ Pi ⊂ Ki + εBn for i = 1, . . . ,m and such that P := P1 ∪ · · · ∪ Pm is
convex.

16. Let K ∈ Kn with dim K = n. Suppose that H(u, t) = {x ∈ R
n : 〈x, u〉 = t},

u ∈ R
n \ {0} and t ∈ R, is a supporting hyperplane of K with K ⊂ H−(u, t).

Show that

lim
s↗t

(H (u, s) ∩ K) = K ∩ H(u, t),

where the convergence is with respect to the Hausdorff metric.
17. Let K ∈ K2. A convex body M is called a rotation average of K if there is

some m ∈ N and there are proper rotations ρ1, . . . , ρm ∈ SO(2) such that
M = 1

m
(ρ1K + · · · + ρmK). Show that there is a sequence of rotation averages

of K which converges to a two-dimensional ball (a disc) (which might be a
point).
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3.2 Volume and Surface Area

The volume of a convex body K ∈ Kn can be defined as the Lebesgue measure
λn(K) of K . However, the convexity of K implies that the volume also exists in an
elementary sense and, moreover, that also the surface area of K exists. Therefore,
we now introduce both notions in an elementary way, first for polytopes and then
for arbitrary convex bodies by approximation.

Since we shall use a recursive definition with respect to the dimension n, we
first remark that the support set K(u), u ∈ S

n−1, of a convex body K lies in
a hyperplane parallel to u⊥ (the orthogonal complement of u). Therefore, the
orthogonal projection K(u)|u⊥ of K to u⊥ is a translate of K(u), and we can
consider K(u)|u⊥ as a convex body in R

n−1 if we identify u⊥ with R
n−1. Assuming

that the volume is already defined in (n − 1)-dimensional linear subspaces, we then
denote by V (n−1)(K(u)|u⊥) the (n − 1)-dimensional volume of this projection. In
principle, the identification of u⊥ with R

n−1 requires that an orthonormal basis in
u⊥ is given. However, it will be apparent that the quantities we define depend only
on the Euclidean metric in u⊥, hence they are independent of the choice of a basis.

Definition 3.2 Let P ∈ Pn be a polytope.
If n = 1, then P = [a, b] with a ≤ b and we define

V (1)(P ) := b − a and F (1)(P ) := 2.

For n ≥ 2, let

V (n)(P ) : =

⎧
⎪⎨

⎪⎩

1

n

∑

(∗)

hP (u)V (n−1)(P (u)|u⊥), if dim P ≥ n − 1,

0, if dim P ≤ n − 2,

and

F (n)(P ) : =

⎧
⎪⎨

⎪⎩

∑

(∗)

V (n−1)(P (u)|u⊥), if dim P ≥ n − 1,

0, if dim P ≤ n − 2,

where the summation (∗) is over all u ∈ S
n−1 for which P(u) is a facet of P ; here,

in R
n, by a facet we mean a face (= support set) of dimension n − 1. In R

n, we
shortly write V (P) for V (n)(P ) and call this the volume of P . Similarly, we write
F(P) instead of F (n)(P ) and call this the surface area of P .

For dim P = n − 1, there are two support sets of P which are facets, namely
P = P(u0) and P = P(−u0), where u0 is a normal vector to P . Since then
V (n−1)(P (u0)|u⊥

0 ) = V (n−1)(P (−u0)|u⊥
0 ) and hP (u0) = −hP (−u0), we obtain
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V (P) = 0, which coincides with the Lebesgue measure of P . In this case, we also
have F(P) = 2V (n−1)(P (u0)|u⊥

0 ). For dim P ≤ n−2, the polytope P does not have
any facets, hence V (P) = 0 and F(P) = 0 (but we already defined this explicitly).

Proposition 3.1 The volume V and surface area F of polytopes P,Q ∈ Pn have
the following properties:

(a) V (P) = λn(P ),
(b) V and F are invariant with respect to rigid motions,
(c) V (αP) = αnV (P ) and F(αP) = αn−1F(P) for α ≥ 0,
(d) V (P) = 0 if and only if dim P ≤ n − 1,
(e) if P ⊂ Q, then V (P) ≤ V (Q) and F(P) ≤ F(Q).

Proof (a) We proceed by induction on n. The result is clear for n = 1. Let n ≥ 2.
We have already mentioned that V (n)(P ) = 0 = λn(P ), if dim P ≤ n − 1.
Hence, suppose that dim P = n and P(u1), . . . , P (uk) are the facets of P . If
0 ∈ int(P ), then first using Definition 3.2, then the induction hypothesis and
finally basic geometry and calculus (for determining the volume of the pyramid
conv({0} ∪ P(ui))), we get

V (n)(P ) = 1

n

k∑

i=1

hP (ui)V
(n−1)(P (ui)|u⊥

i )

= 1

n

k∑

i=1

hP (ui)λ(n−1)(P (ui)|u⊥
i )

=
k∑

i=1

λn(conv({0} ∪ P(ui)))

= λn(P ), (3.2)

where we also used that any two of the convex hulls in the final sum intersect in
a set of λn-measure zero. We still assume that 0 ∈ int(P ). If t ∈ R

n and ‖t‖ is
small enough, then −t ∈ int P , hence 0 ∈ int(P + t). Using (3.2), the translation
invariance of λn and again (3.2), we obtain

V (n)(P + t) = λn(P + t) = λn(P ) = V (n)(P ). (3.3)

For any t ∈ R
n, we have hP+t (ui) = hP (ui) + 〈t, ui〉. Using that (P + t)(ui) =

P(ui) + t and again the induction hypothesis, we get

V (n−1)((P + t)(ui)|u⊥
i ) = V (n−1)(P (ui)|u⊥

i ).
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Hence,

V (n)(P + t) = 1

n

k∑

i=1

(hP (ui) + 〈t, ui〉)V (n−1)(P (ui )|u⊥
i )

= V (n)(P ) + 1

n

〈

t,

k∑

i=1

uiV
(n−1)(P (ui)|ui)

〉

. (3.4)

Since V (n)(P + t) = V (n)(P ) if ‖t‖ is small enough, it follows that

k∑

i=1

uiV
(n−1)(P (ui)|ui) = 0. (3.5)

But now (3.4) shows that V (n)(P ) = V (n)(P + t) for all t ∈ R
n, and first for a

polytope P with 0 ∈ int(P ), but then clearly for any full-dimensional polytope.
Now let P ∈ Pn be n-dimensional. Then there is some t0 ∈ R

n such that 0 ∈
int(P + t0), and hence

V (n)(P ) = V (n)(P + t0) = λn(P + t0) = λn(P ),

which proves (a), and also the translation invariance of V (n).
The assertions (b), (c), (d) and the first part of (e) now follow directly from (a)

(and the corresponding properties of the Lebesgue measure).
It remains to show F(P) ≤ F(Q) for polytopes P ⊂ Q. We may assume that

dim Q = n. Again we denote the facets of P by P(u1), . . . , P (uk). We make use
of the inequality (a generalization of the triangle inequality),

V (n−1)(P (ui)|u⊥
i ) ≤

∑

j �=i

V (n−1)(P (uj )|u⊥
j ), i = 1, . . . , k. (3.6)

To see this, we rewrite (3.5) in the form

uiV
(n−1)(P (ui)|u⊥

i ) = −
∑

j :j �=i

ujV
(n−1)(P (uj )|u⊥

j ).

Taking the norm of both sides and using the triangle inequality on the right-hand
side, we obtain the requested estimate, since ‖uj‖ = 1.

The estimate (3.6) implies that

F(Q ∩ H) ≤ F(Q),

for any closed halfspace H ⊂ R
n. Since P ⊂ Q is a finite intersection of halfspaces,

we obtain F(P) ≤ F(Q) by successive truncation. ��
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Remark 3.7 In the proof of Proposition 3.1 (a), we first considered P such that
0 ∈ int P . Alternatively, we can take into account signed volumes and proceed as
follows. By Definition 3.2, we have

V (P) = 1

n

k∑

i=1

hP (ui)V
(n−1)(P (ui)|u⊥

i ).

By the induction hypothesis, V (n−1)(P (ui)|u⊥
i ) equals the (n − 1)-dimensional

Lebesgue measure (in u⊥
i ) of P(ui )|u⊥

i . We can assume without loss of generality
that hP (u1), . . . , hP (um) ≥ 0 and hP (um+1), . . . , hP (uk) < 0, and consider the
pyramid-shaped polytopes Pi := conv(P (ui) ∪ {0}) for i = 1, . . . k. Then

V (Pi) = 1

n
hP (ui)V

(n−1)(P (ui)|u⊥
i ), i = 1, . . . ,m,

and

V (Pi) = − 1

n
hP (ui)V

(n−1)(P (ui)|u⊥
i ), i = m + 1, . . . , k.

Hence,

V (P) =
m∑

i=1

V (Pi) −
k∑

i=m+1

V (Pi) =
m∑

i=1

λn(Pi) −
k∑

i=m+1

λn(Pi) = λn(P ).

Here, we have used that the Lebesgue measure of the pyramid parts outside P cancel
out, and the pyramid parts inside P yield a dissection of P (into sets with disjoint
interiors).

Remark 3.8 For another proof of (3.6), we can project P(uj ), j �= i, orthogonally
onto the hyperplane u⊥

i . The projections then cover P(ui)|u⊥
i . Since the projection

does not increase the (n − 1)-dimensional Lebesgue measure, (3.6) follows.

Remark 3.9 We can now simplify our formulas for the volume V (P) and the
surface area F(P) of a polytope P . First, since we have shown that our elementary
definition of volume equals the Lebesgue measure and is thus translation invariant,
we do not need the orthogonal projection of the facets anymore. Second, since
V (n−1)(P (u)) = 0, for dim P(u) ≤ n − 2, we can sum over all u ∈ S

n−1. If
we write, in addition, v instead of V (n−1), we obtain

V (P) = 1

n

∑

u∈Sn−1

hP (u)v(P (u))
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and

F(P) =
∑

u∈Sn−1

v(P (u)).

Definition 3.3 For a convex body K ∈ Kn, we define

V+(K) := inf
P⊃K

V (P), V−(K) := sup
P⊂K

V (P),

and

F+(K) := inf
P⊃K

F(P), F−(K) := sup
P⊂K

F(P),

where P ∈ Pn. If V+(K) = V−(K) =: V (K), we call this value the volume of K .
Moreover, if F+(K) = F−(K) =: F(K), we call this value the surface area of K .

The following result shows that volume and surface area of general convex bodies
exist and summarizes important properties of these functionals.

Theorem 3.6 Let K,L ∈ Kn.

(a) Then

V+(K) = V−(K) = V (K)

and

F+(K) = F−(K) = F(K).

(b) Volume and surface area have the following properties:

(b1) V (K) = λn(K),

(b2) V and F are invariant with respect to rigid motions,

(b3) V (αK) = αnV (K) and F(αK) = αn−1F(K) for α ≥ 0,

(b4) V (K) = 0 if and only if dim K ≤ n − 1,

(b5) if K ⊂ L, then V (K) ≤ V (L) and F(K) ≤ F(L),

(b6) K �→ V (K) is continuous.

Proof (a) We first remark that for a polytope P the monotonicity of V and F (which
was proved in Proposition 3.1 (e)) shows that V +(P ) = V (P) = V −(P ) and
F+(P ) = F(P) = F−(P ). In particular, the new definition of V (P) and F(P) is
consistent with the preliminary definition.
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For an arbitrary convex body K ∈ Kn, we get from Proposition 3.1 (e)

V−(K) ≤ V+(K) and F−(K) ≤ F+(K),

and by Proposition 3.1 (b), V−(K), V+(K), F−(K) and F+(K) are motion invari-
ant. After a suitable translation, we may therefore assume that 0 ∈ relint K . For
ε ∈ (0, 1), we then use Theorem 3.5 (c) and find a polytope P (depending on ε)
with P ⊂ K ⊂ (1 + ε)P. From Proposition 3.1 (c), we get

V (P) ≤ V−(K) ≤ V+(K) ≤ V ((1 + ε)P ) = (1 + ε)nV (P )

and

F(P) ≤ F−(K) ≤ F+(K) ≤ F((1 + ε)P ) = (1 + ε)n−1F(P).

Let Q be an arbitrary polytope with K ⊂ Q, hence V (P) ≤ V (Q) and F(P) ≤
F(Q). Since

(1 + ε)nV (P ) − V (P) = [
(1 + ε)n − 1

]
V (P) ≤ ε 2n V (Q) → 0 as ε ↘ 0,

the assertion in (a) follows for the volume functional, and in a similar way we
conclude the argument for the surface area.

(b) The assertions (b1)–(b5) now follow directly for convex bodies K ∈ Kn

((b1) by approximation with polytopes; (b2)–(b5) by approximation with polytopes
or from the corresponding properties of Lebesgue measure).

It remains to prove (b6). Consider a convergent sequence Ki → K , Ki,K ∈ Kn.
In view of (b2), we can assume 0 ∈ relint K . Using again Theorem 3.5 (c), we find
a polytope P with P ⊂ relint K and K ⊂ relint((1 + ε)P ). If dim K = n, then
r := min{h(1+ε)P (u) − hK(u) : u ∈ S

n−1} > 0 so that K + Bn(r) ⊂ (1 + ε)P .
Then Ki ⊂ K + Bn(r) ⊂ (1 + ε)P for i ≥ i0. Analogously, we can choose some
r ′ > 0 such that P + Bn(r ′) ⊂ K ⊂ Ki + Bn(r ′) for i ≥ i1. This implies that
P ⊂ Ki , by the cancellation property of Minkowski addition. For i ≥ max{i0, i1},
we therefore obtain

V (P) − V ((1 + ε)P ) ≤ V (Ki) − V (K) ≤ V ((1 + ε)P ) − V (P),

and hence

|V (Ki) − V (K)| ≤ (1 + ε)nV (P ) − V (P) ≤ [(1 + ε)n − 1]V (K) → 0

as ε ↘ 0. If dim K = j ≤ n − 1, hence V (K) = 0, we have

K ⊂ int((1 + ε)P + εW),
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where W is a cube, centred at 0, with edge length 1 and dimension n − j , lying in
the orthogonal space (aff K)⊥. As above, we obtain Ki ⊂ (1+ε)P +εW for i ≥ i0.
Since

V ((1 + ε)P + εW) ≤ εn−j (1 + ε)jC

(where we can choose the constant C to be the j -dimensional Lebesgue measure of
K), this gives us V (Ki) → 0 = V (K), as ε ↘ 0. ��
Remark 3.10 We shall see in the next section that the surface area F is also
continuous.

Exercises and Supplements for Sect. 3.2

1. Show that among all convex bodies in R
n having a fixed diameter, there is one

having maximal volume.
2. A convex body K ∈ K2 is called a universal cover if for each L ∈ K2 with

diameter ≤ 1 there is a rigid motion gL of R2 with L ⊂ gLK .

(a) Show that there is a universal cover K0 with minimal area.
(b) Find the shape and the area of K0.

3. Let K ∈ Kn with dim K = n. Show:

(a) Among all simplices containing K there is one having minimal volume.
(b) Among all simplices contained in K there is one having maximal volume.

4.*Let K ∈ Kn with dim K = n. Show that there is a simplex S with centre c such
that S ⊂ K ⊂ c − n(S − c).

5. If f is an affine invariant, continuous functional on convex bodies with nonempty
interiors, then f attains its extremal values.

6. Let Kn
0 denote the set of convex bodies having nonempty interiors. Suppose that

f : Kn
0 → [0,∞) is increasing (with respect to inclusion), translation invariant

and positively homogeneous of degree r ≥ 0. Show that f is continuous.
7. Let R2 be an infinitely large baking tray and F the shape of a symmetric cutout

cookie having centre m ∈ R
2, that is, F − m = −F + m, which has area strictly

larger than 4. At each integer point of the tray there is a raisin (which can be
assumed to be a point). Show that if we use a translate of F to cut out a cookie
such that the centre of the cutout is 0, then the cookie contains at least three
raisins.
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3.3 Mixed Volumes

There is another common definition of the surface area of a set K ⊂ R
n, which

describes the surface area as the derivative of the volume functional of the outer
parallel sets of K , in the sense that

F(K) = lim
ε↘0

1

ε
(V (K + Bn(ε)) − V (K)).

In this section, we shall see that our notion of surface area of a convex body K

satisfies this limit relation. More generally, we shall show that V (K + Bn(ε)) is a
polynomial in ε ≥ 0, which is the famous Steiner formula. In this way, we get a
whole family of important geometric functionals of which volume and surface area
are just two prominent examples. We start with an even more general problem and
investigate how the volume

V (α1K1 + · · · + αmKm)

for Ki ∈ Kn and αi ≥ 0, i = 1, . . . , n, depends on the variables α1, . . . , αm. This
will lead us to a family of mixed functionals of convex bodies, which are called
mixed volumes.

As in Sect. 3.2, we first consider the case of polytopes. Since the recursive
representation of the volume of a polytope P was based on the support sets (facets)
of P , we now discuss how support sets behave under linear combinations and
intersections. The following lemma holds for arbitrary convex bodies with the same
proof.

Proposition 3.2 Let m ∈ N, let α1, . . . , αm > 0, let P1, . . . , Pm ∈ Pn be
polytopes, and let u, v ∈ S

n−1. Then,

(a) (α1P1 + · · · + αmPm)(u) = α1P1(u) + · · · + αmPm(u),
(b) dim(α1P1 + · · · + αmPm)(u) = dim(P1 + · · · + Pm)(u),
(c) if (P1 + · · · + Pm)(u) ∩ (P1 + · · · + Pm)(v) �= ∅, then

(P1 + · · · + Pm)(u) ∩ (P1 + · · · + Pm)(v)

= (P1(u) ∩ P1(v)) + · · · + (Pm(u) ∩ Pm(v)).

Proof (a) By Theorems 2.7 and 2.9, for x ∈ R
n we have

h(α1P1+···+αmPm)(u)(x) = h′
α1P1+···+αmPm

(u; x)

= α1h
′
P1

(u; x) + · · · + αmh′
Pm

(u; x)

= α1hP1(u)(x) + · · · + αmhPm(u)(x)

= hα1P1(u)+···+αmPm(u)(x).

Theorem 2.7 now yields the assertion.



94 3 Brunn–Minkowski Theory

(b) Let P := P1 + · · · + Pm and P̃ := α1P1 + · · · + αmPm. W.l.o.g. we may
assume 0 ∈ Pi(u) for i = 1, . . . ,m, and hence 0 ∈ P(u). (We may even assume
0 ∈ relint Pi(u) for i = 1, . . . ,m. By Exercise 1.3.3 (a) it then follows that 0 ∈
relint P(u). But this is not needed.) We put

α := min
i=1,...,m

αi, β := max
i=1,...,m

αi .

Then, 0 < α ≤ β and (in view of (a))

αP(u) ⊂ P̃ (u) ⊂ βP(u),

that is, dim P(u) = dim P̃ (u).
(c) Using the notation introduced above, we assume P(u) ∩ P(v) �= ∅. Consider

x ∈ P(u) ∩ P(v). Since x ∈ P , we have x = x1 + · · · + xm with xi ∈ Pi . Because
of

hP (u) = 〈x, u〉 =
m∑

i=1

〈xi, u〉 ≤
m∑

i=1

hPi (u) = hP (u),

it follows that 〈xi, u〉 = hPi (u) and thus xi ∈ Pi(u) for i = 1, . . . ,m. In the same
way, we obtain xi ∈ Pi(v) for i = 1, . . . ,m.

Conversely, it is clear that any x ∈ (P1(u) ∩ P1(v)) + · · · + (Pm(u) ∩ Pm(v))

satisfies x ∈ P1(u) + · · · + Pm(u) = P(u) and x ∈ P1(v) + · · · + Pm(v) = P(v),
by (a). ��

In the proof of an important symmetry property of mixed volumes, we shall use
the following lemma.

Lemma 3.2 Let K ∈ Kn, let u, v ∈ S
n−1 be linearly independent unit vectors, and

let w = λu + μv with some λ ∈ R and μ > 0. Then K(u) ∩ K(v) �= ∅ implies that
K(u) ∩ K(v) = K(u)(w).

Proof Let z ∈ K(u) ∩ K(v) and w = λu + μv with some λ ∈ R and μ > 0. Then
z ∈ K(u), hence 〈z, u〉 = hK(u) = hK(u)(u) and

hK(u)(−u) = max{〈x,−u〉 : x ∈ K(u)} = max{−〈x, u〉 : x ∈ K(u)}
= max{−hK(u)(u) : x ∈ K(u)} = −hK(u)(u) = −〈z, u〉
= 〈z,−u〉.

Therefore we have 〈z, λu〉 = hK(u)(λu) for λ ∈ R. We deduce

〈z,w〉 = 〈z, λu〉 + 〈z, μv〉 = hK(u)(λu) + hK(μv) ≥ hK(u)(λu) + hK(u)(μv)

≥ hK(u)(λu + μv) = hK(u)(w) ≥ 〈z,w〉,

which yields z ∈ K(u)(w).
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Now let z ∈ K(u)(w). There is some x0 ∈ K(u) ∩ K(v) �= ∅. Then 〈x0, u〉 =
hK(u) = 〈z, u〉, since z ∈ K(u), and 〈x0, v〉 = hK(v). By the preceding argument,
x0 ∈ K(u)(w), and therefore

λ〈z, u〉 + μ〈z, v〉 = 〈z,w〉 = 〈x0, w〉 = λ〈x0, u〉 + μ〈x0, v〉,

hence 〈z, v〉 = 〈x0, v〉 = hK(v), that is, z ∈ K(v).
Thus it follows that z ∈ K(u) ∩ K(v). ��
In analogy to the recursive definition of the volume of a polytope, we now define

the mixed volume of polytopes. Again, we use projections of the support sets (faces)
in order to make the definition rigorous. After we have shown translation invariance
of the functionals, the corresponding formulas simplify.

For polytopes P1, . . . , Pk ∈ Pn, let N(P1, . . . , Pk) denote the set of all facet unit
normals of the convex polytope P1 + · · · + Pk in R

n. As in Sect. 3.2, a facet of a
convex body in R

n is a face (support set) of dimension n − 1.

Definition 3.4 For polytopes P1, . . . , Pn ∈ Pn, we define the mixed volume
V (n)(P1, . . . , Pn) of P1, . . . , Pn recursively.

For n = 1 and P1 = [a, b] ⊂ R with a ≤ b,

V (1)(P1) := V (P1) = hP1(1) + hP1(−1) = b − a,

and, for n ≥ 2,

V (n)(P1, . . . , Pn) := 1

n

∑

(∗)

hPn(u)V (n−1)(P1(u)|u⊥, . . . , Pn−1(u)|u⊥),

where the summation (∗) extends over all u ∈ N(P1, . . . , Pn−1).

This recursive definition of the mixed volumes leads to a functional satisfying
various properties and relationships. A first collection of basic properties is provided
in the following theorem.

Theorem 3.7 The mixed volume V (n)(P1, . . . , Pn) of n convex polytopes
P1, . . . , Pn ∈ Pn has the following properties.

(a) It is symmetric in the arguments P1, . . . , Pn.
(b) It is independent of individual translations of the polytopes P1, . . . , Pn.
(c) If dim(P1 + · · · + Pn) ≤ n − 1, then V (n)(P1, . . . , Pn) = 0.
(d) If m ∈ N, P1, . . . , Pm ∈ Pn, and α1, . . . , αm ≥ 0, then

V (α1P1 + · · · + αmPm) =
m∑

i1=1

· · ·
m∑

in=1

αi1 · · ·αinV
(n)(Pi1 , . . . , Pin ). (3.7)

(e) The mixed volume is linear with respect to positive Minkowski combinations in
each argument.
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For the proof, it is convenient to extend the k-dimensional mixed volume
V (k)(Q1, . . . ,Qk), which is defined for convex polytopes Q1, . . . ,Qk in a k-
dimensional linear subspace E ⊂ R

d , to convex polytopes Q1, . . . ,Qk ∈ Pn for
which dim(Q1 + · · · + Qk) ≤ k, by

V (k)(Q1, . . . ,Qk) := V (k)(Q1|E, . . . ,Qk |E),

where E is a k-dimensional subspace parallel to Q1 +· · ·+Qk , 1 ≤ k ≤ n−1. The
translation invariance and the dimensional condition, which we shall prove, show
that this extension is consistent and independent of E in case dim(Q1 +· · ·+Qk) <

k. In the following proof, which proceeds by induction, we already make use of this
extension in order to simplify the presentation. In particular, in the induction step,
we use the mixed volume V (n−1)(P1(u), . . . , Pn−1(u)).

In addition, we extend the definition of the mixed volume of convex polytopes to
the empty set by setting V (n)(P1, . . . , Pn) := 0, if one of the sets Pi is empty.

Proof of Theorem 3.7 We use induction on the dimension n.
For n = 1, the polytopes Pi are intervals and the mixed volume equals the (one-

dimensional) volume V (1) (the length functional), which is linear

V (1)(α1P1 + · · · + αmPm) =
m∑

i=1

αiV
(1)(Pi).

Here we use that if Pi = [a,bi] with a1 ≤ bi , then

m∑

i=1

αi [ai, bi] = [α1a1 + · · · + αmam, α1b1 + · · · + αmbm].

Hence we get (3.7), and the remaining assertions hold as well.
Now we assume that the assertions of the theorem are true for all dimensions

≤ n − 1, and we consider dimension n ≥ 2. We first discuss the dimensional
statement. If dim (P1 + · · · + Pn) ≤ n − 1, then either N(P1, . . . , Pn−1) = ∅
or N(P1, . . . , Pn−1) = {−u, u}, where u is a unit normal on aff(P1 + · · · + Pn). In
the first case, we have V (n)(P1, . . . , Pn) = 0 by definition; in the second case, we
have

V (n)(P1, . . . , Pn) = 1

n
hPn(u)V (n−1)(P1(u), . . . , Pn−1(u))

+ 1

n
hPn(−u)V (n−1)(P1(−u), . . . , Pn−1(−u))
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= 1

n
hPn(u)V (n−1)(P1(u), . . . , Pn−1(u))

− 1

n
hPn(u)V (n−1)(P1(u), . . . , Pn−1(u))

= 0.

Here we used that Pi(−u) is a translate of Pi(u) for i = 1, . . . , n − 1.
Next, we prove (3.7). If αi = 0, for a certain index i, the corresponding summand

αiPi on the left-hand side can be deleted, as well as all summands on the right-hand
side which contain this particular index i. Therefore it is sufficient to consider the
case where α1 > 0, . . . , αm > 0. By the definition of volume and Proposition 3.2,

V (α1P1 + · · · + αmPm)

= 1

n

∑

u∈N(P1,...,Pm)

h∑m
i=1 αiPi

(u) v

((
m∑

i=1

αiPi

)

(u)

)

=
m∑

in=1

αin

1

n

∑

u∈N(P1,...,Pm)

hPin
(u) v

(
m∑

i=1

αi(Pi(u)|u⊥)

)

.

The induction hypothesis implies that

v

(
m∑

i=1

αi(Pi(u)|u⊥)

)

=
m∑

i1=1

· · ·
m∑

in−1=1

αi1 · · · αin−1 V (n−1)(Pi1(u), . . . , Pin−1(u)).

Hence we obtain

V (α1P1 + · · · + αmPm)

=
m∑

i1=1

· · ·
m∑

in=1

αi1 · · · αin−1αin

× 1

n

∑

u∈N(P1,...,Pm)

hPin
(u) V (n−1)(Pi1(u), . . . , Pin−1 (u))

=
m∑

i1=1

· · ·
m∑

in=1

αi1 · · · αin V (n)(Pi1 , . . . , Pin ).
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Here we have used that for a given set of indices {i1, . . . , in}, the summation
over the set N(P1, . . . , Pm) can be replaced by the summation over the subset
N(Pi1 , . . . , Pin−1). Namely, for a unit vector u /∈ N(Pi1 , . . . , Pin−1) the support
set Pi1(u) + · · · + Pin−1(u) = (Pi1 + · · · + Pin−1)(u) has dimension ≤ n − 2 and
hence V (n−1)(Pi1(u), . . . , Pin−1 (u)) = 0. We will also use this fact in the following
parts of the proof.

We now prove the symmetry property. Since V (n−1)(P1(u), . . . , Pn−1(u)) is
symmetric (in the indices), by the induction hypothesis, it suffices to show that

V (n)(P1, . . . , Pn−2, Pn−1, Pn) = V (n)(P1, . . . , Pn−2, Pn, Pn−1).

Moreover, we may assume that P := P1 +· · ·+Pn is n-dimensional. By definition,

V (n−1)(P1(u), . . . , Pn−1(u))

= 1

n − 1

∑

ṽ∈Ñ

hPn−1(u)(ṽ)V (n−2)(P1(u)(ṽ), . . . , Pn−2(u)(ṽ)) ,

where the sum extends over the set Ñ of facet normals of P(u) (in u⊥). Formally,
we would have to work with the projections (that is, the shifted support sets)
P1(u)|u⊥, . . . , Pn−1(u)|u⊥, but here we make use of our extended definition of the
(n − 2)-dimensional mixed volume and of the fact that

hPn−1(u)|u⊥(ṽ) = hPn−1(u)(ṽ),

for all ṽ⊥u. The facets of P(u) are (n − 2)-dimensional faces of P , thus they arise
(because of dim P = n) as intersections P(u)∩P(v) of the facet P(u) with another
facet P(v) of P . Since dim P = n, the case v = −u cannot occur. If P(u) ∩ P(v)

is a (n − 2)-face of P , hence a facet of P(u), the corresponding normal (in u⊥) is
given by ṽ := ‖v|u⊥‖−1(v|u⊥), hence it is of the form ṽ = λu + μv with some
λ ∈ R and μ > 0.

By Proposition 3.2(c), we have

P(u) ∩ P(v) = (P1(u) ∩ P1(v)) + · · · + (Pn(u) ∩ Pn(v));

in particular, Pi(u) ∩ Pi(v) �= ∅ for i = 1, . . . , n. For an (n − 2)-face P(u) ∩ P(v)

of P , we therefore obtain by Lemma 3.2

(Pi(u))(ṽ) = Pi(u) ∩ Pi(v), i = 1, . . . , n − 2,
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which implies that

V (n−1)(P1(u), . . . , Pn−1(u)) (3.8)

= 1

n − 1

∑

(∗)

hPn−1(u) (ṽ) V (n−2)(P1(u) ∩ P1(v), . . . , Pn−2(u) ∩ Pn−2(v)),

where the sum (∗) extends over all v ∈ N(P1, . . . , Pn) with P(u) ∩ P(v) �= ∅,
since if v is a unit vector for which P(u) ∩ P(v) �= ∅ is not an (n − 2)-face of P ,
then the mixed volume V (n−2)(P1(u) ∩ P1(v), . . . , Pn−2(u) ∩ Pn−2(v)) vanishes
by the induction hypothesis. Also, for n = 2, the mixed volume V (n−2)(P1(u) ∩
P1(v), . . . , Pn−2(u) ∩ Pn−2(v)) is defined to be 1.

Let γ (u, v) ∈ (0, π) denote the (outer) angle between u and v. Then

‖v|u⊥‖ = sin γ (u, v), 〈u, v〉 = cos γ (u, v),

and hence

v|u⊥

‖v|u⊥‖ = 1

sin γ (u, v)
v − 1

tan γ (u, v)
u.

For x ∈ Pn−1(u) ∩ Pn−1(v), we have

hPn−1(u)(ṽ) = 〈x, ṽ〉 = 1

sin γ (u, v)
〈x, v〉 − 1

tan γ (u, v)
〈x, u〉

= 1

sin γ (u, v)
hPn−1(v) − 1

tan γ (u, v)
hPn−1(u). (3.9)

Hence, altogether we obtain

V (n)(P1, . . . , Pn−2, Pn−1, Pn)

= 1

n

∑

u∈N(P1,...,Pn)

hPn(u) V (n−1)(P1(u), . . . , Pn−1(u))

= 1

n(n − 1)

∑

u,v∈N(P1,...,Pn),v �=±u

[ 1

sin γ (u, v)
hPn(u)hPn−1(v)

− 1

tan γ (u, v)
hPn(u)hPn−1(u)

]

× V (n−2)(P1(u) ∩ P1(v), . . . , Pn−2(u) ∩ Pn−2(v))

= V (n)(P1, . . . , Pn−2, Pn, Pn−1),

which proves the symmetry property.
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For the remaining assertion, observe that by the recursive definition and the
translation invariance of the mixed volume in dimension ≤ n − 1, we obtain the
translation invariance with respect to P1 from the induction hypothesis. Here we
also use that (P1 + x)(u) = P1(u) + x. The translation invariance with respect to
the other arguments then follows from the symmetry.

Finally, property (e) follows for n = 1 from the polynomial expansion (which is
linear for n = 1) which has already been shown. For n ≥ 2 it follows by an induction
argument and the symmetry. Alternatively, one can use the linearity properties of the
support function and the symmetry. ��
Remark 3.11 In the following, we use similar abbreviations as in the case of
volume,

V (P1, . . . , Pn) := V (n)(P1, . . . , Pn)

and

v(P1(u), . . . , Pn−1(u)) := V (n−1)(P1(u), . . . , Pn−1(u)).

As a special case of the polynomial expansion of volumes, we obtain

V (P1 + · · · + Pm) =
m∑

i1=1

· · ·
m∑

in=1

V (Pi1 , . . . , Pin).

The question arises whether this expansion can be inverted.

Example 3.1 To get an idea of what an inversion could look like, we first consider
the case n = 2. In this case, we get

1

2
(−V (K1) − V (K2) + V (K1 + K2))

= 1

2
(−V (K1) − V (K2) + V (K1,K1) + 2V (K1,K2) + V (K2,K2))

= V (K1,K2).

The case n = 3 is already more involved. Here we have

1

6
(V (K1) + V (K2) + V (K3) − [V (K1 + K2) + V (K1 + K3) + V (K2 + K3)]

+V (K1 + K2 + K3))

= 1

6
(V (K1) + V (K2) + V (K3)

− [V (K1) + 3V (K1,K1,K2) + 3V (K1,K2,K2) + V (K2)]
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− [V (K1) + 3V (K1,K1,K3) + 3V (K1,K3,K3) + V (K3)]
− [V (K2) + 3V (K2,K2,K3) + 3V (K2,K3,K3) + V (K3)]
+ [V (K1) + V (K2) + V (K3) + 3(V (K1,K1,K2) + V (K1,K2,K2))

+ 3(V (K1,K1,K3) + V (K1,K3,K3))

+ 3(V (K2,K2,K3) + V (K2,K3,K3)) + 6V (K1,K2,K3)])
= V (K1,K2,K3).

The proof of the following theorem contains a general argument which explains
why the cancellation always works in the right way.

Theorem 3.8 (Inversion Formula) If P1, . . . , Pn ∈ Pn, then

V (P1, . . . , Pn) = 1

n!
n∑

k=1

(−1)n+k
∑

1≤r1<···<rk≤n

V (Pr1 + · · · + Prk ). (3.10)

Proof We denote the right-hand side by f (P1, . . . , Pn). Then formula (3.7) in
Theorem 3.7 implies that f (α1P1, . . . , αnPn) is a homogeneous polynomial of
degree n in the variables α1 ≥ 0, . . . , αn ≥ 0, or it is the zero polynomial. Replacing
P1 by {0} and writing P̌j to indicate that Pj is omitted, we have

(−1)n+1n!f ({0}, P2, . . . , Pn)

=
∑

2≤r≤n

V (Pr) −
⎡

⎣
∑

2≤r≤n

V ({0} + Pr) +
∑

2≤r<s≤n

V (Pr + Ps)

⎤

⎦

+
⎡

⎣
∑

2≤r<s≤n

V ({0} + Pr + Ps) +
∑

2≤r<s<t≤n

V (Pr + Ps + Pt )

⎤

⎦

− · · ·

+ (−1)n−2

⎡

⎣
n∑

j=2

V ({0} + P2 + · · · + P̌j + · · · + Pn) + V (P2 + · · · + Pn)

⎤

⎦

+ (−1)n−1V ({0} + P2 + · · · + Pn)

= 0,

which means that f ({0}, α2P2, . . . , αnPn) = f (0 · P1, α2P2, . . . , αnPn) is the zero
polynomial. Consequently, in the polynomial f (α1P1, . . . , αnPn) all monomials
αi1 · · ·αin with 1 �∈ {i1, . . . , in} have zero coefficients. Replacing 1 by 2, . . . , n,
we obtain finally that only the coefficient of α1 · · · αn can be non-zero. This
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coefficient occurs only once in the representation of f , namely for k = n with
(r1, . . . , rn) = (1, . . . , n). Therefore, by Theorem 3.7, this coefficient must coincide
with V (P1, . . . , Pn). ��
Remark 3.12 Relation (3.10) can be briefly written in the form

V (P1, . . . , Pn) = 1

n!
∑

∅�=I⊂[n]
(−1)n+|I |V

(
∑

i∈I

Pi

)

,

where the summation extends over all nonempty subsets I of [n] = {1, . . . , n} and
|I | denotes the cardinality of I .

Remark 3.13 We specialize (3.10) by choosing P = P1 = · · · = Pn. Then the
result takes the form

V (P, . . . , P ) = 1

n!
n∑

k=1

(−1)n+k

(
n

k

)

kn V (P ) =: cn V (P ),

which yields V (P, . . . , P ) = V (P), since cn = 1. This can be seen by using the
inclusion-exclusion formula for determining the number of surjective maps from an
n-element set onto itself.

On the other hand, the equality V (P, . . . , P ) = V (P) can be seen directly from
the recursive definition of mixed volumes of polytopes, using an induction argument
and the expression we had obtained for V (P) previously.

Remark 3.14 Another way to see that cn = 1 is as follows. Let Pi = si , i =
1, . . . , n, be n non-degenerate segments with linearly independent directions. Put
Cn := s1 + · · · + sn. Then (3.10) yields

V (s1, . . . , sn) = 1

n!V (s1 + · · · + sn) = 1

n!V (Cn),

since V (sr1 + · · · + srk ) = 0 if k < n. On the other hand, using that V (Cn, . . . , Cn)

can be linearly expanded in each of the n arguments (for the first equality) and the
fact that the mixed volume is zero if the sum of the polytopes in the n arguments
is lower-dimensional and that the mixed volume is symmetric (for the second
equality), we obtain

V (Cn, . . . , Cn) =
n∑

i1=1

· · ·
n∑

in=1

V (si1 , . . . , sin ) = n!V (s1, . . . , sn),
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where we used the dimensional and the symmetry property of mixed volumes. This
shows that

cnV (Cn) = V (Cn, . . . , Cn) = n!V (s1, . . . , sn) = V (Cn).

Since V (Cn) > 0, we get cn = 1.

Theorem 3.9 Let K1, . . . ,Kn ∈ Kn be convex bodies. Let (P
(j)
i )j∈N for i ∈

{1, . . . , n} be arbitrary approximating sequences of polytopes such that P
(j)
i → Ki

as j → ∞, for i = 1, . . . , n. Then the limit

V (K1, . . . ,Kn) = lim
j→∞ V (P

(j)

1 , . . . , P
(j)
n )

exists and is independent of the choice of the approximating sequences (P
(j)
i )j∈N.

The number V (K1, . . . ,Kn) is called the mixed volume of the convex bodies
K1, . . . ,Kn. The mapping V : (Kn)n → R, which is defined by (K1, . . . ,Kn) �→
V (K1, . . . ,Kn), is called mixed volume.

In particular,

V (K1, . . . ,Kn) = 1

n!
n∑

k=1

(−1)n+k
∑

1≤r1<···<rk≤n

V (Kr1 + · · · + Krk ), (3.11)

and, for m ∈ N, K1, . . . ,Km ∈ Kn, and α1, . . . , αm ≥ 0,

V (α1K1 + · · · + αmKm) =
m∑

i1=1

· · ·
m∑

in=1

αi1 · · ·αinV (Ki1 , . . . ,Kin ). (3.12)

Furthermore, for K,L,K1, . . . ,Kn ∈ Kn,

(a) V (K, . . . ,K) = V (K) and nV (K, . . . ,K,Bn) = F(K).
(b) V is symmetric.
(c) V is multilinear, that is, if α, β ≥ 0, then

V (αK + βL,K2, . . . ,Kn) = αV (K,K2, . . . ,Kn) + βV (L,K2, . . . ,Kn).

(d) V (K1 + x1, . . . ,Kn + xn) = V (K1, . . . ,Kn) for x1, . . . , xn ∈ R
n.

(e) V (gK1, . . . , gKn) = V (K1, . . . ,Kn) for rigid motions g of Rn.
(f) V is continuous, that is,

V (K
(j)
1 , . . . ,K

(j)
n ) → V (K1, . . . ,Kn),

whenever K
(j)
i → Ki as j → ∞, for i = 1, . . . , n.

(g) V ≥ 0 and V is increasing in each argument.
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Proof The existence of the limit

V (K1, . . . ,Kn) = lim
j→∞ V (P

(j)

1 , . . . , P
(j)
n ),

the independence of the approximating sequences and formula (3.11) follow from
Theorem 3.8 and the continuity of the addition of convex bodies and of the volume
functional. Equation (3.12) is a consequence of (3.7).

(d), (e) and (f) now follow directly from (3.11).
(a) For polytopes the relation V (K, . . . ,K) = V (K) has already been shown and

for general convex bodies it follows by approximation with polytopes; alternatively,
the relation follows from the inversion formula (see Remark 3.13).

Concerning the relation nV (K, . . . ,K,Bn) = F(K), again we first discuss the
case K ∈ Pn. Let (Qj )j∈N be a sequence of polytopes with Qj → Bn. Then,

nV (K, . . . ,K,Qj ) → nV (K, . . . ,K,Bn)

and also

nV (K, . . . ,K,Qj ) =
∑

u∈N(K)

hQj (u)v(K(u))

→
∑

u∈N(K)

hBn(u)v(K(u)) =
∑

u∈N(K)

v(K(u)) = F(K).

For the generalization to arbitrary bodies K ∈ Kn, we approximate K from inside
and outside by polytopes P ′

i ⊂ K ⊂ P ′′
i , i ∈ N, and use (f) and the monotonicity of

F . Thus we get

nV (P ′
i , . . . , P

′
i , B

n) = F(P ′
i ) ≤ F(K) ≤ F(P ′′

i ) = nV (P ′′
i , . . . , P ′′

i , Bn).

If the polytopes P ′
i , P

′′
i → K as i → ∞, then the assertion follows, since

nV (P ′
i , . . . , P

′
i , B

n) → nV (K, . . . ,K,Bn)

and

nV (P ′′
i , . . . , P ′′

i , Bn) → nV (K, . . . ,K,Bn)

as i → ∞. Note that only the monotonicity of the surface area is needed, not the
continuity (which has not been established up to this point, but now follows as a
consequence).
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(b) follows from the corresponding property for polytopes or from (3.11).
(c) is a consequence of (3.12), if we apply it to the linear combination

α1(αK + βL) + α2K2 + · · · + αmKm

= α1αK + α1βL + α2K2 + · · · + αmKm

twice (once as a combination of m bodies and once as a combination of m + 1
bodies), and then compare the coefficients. Alternately, the result has already been
shown for polytopes, the general case follows by approximation.

(g) Again it is sufficient to prove this for polytopes. Then V ≥ 0 follows by
induction and the formula

V (P1, . . . , Pn) = 1

n

∑

u∈N(P1,...,Pn−1)

hPn(u)v(P1(u), . . . , Pn−1(u)),

where in view of (d) we may assume that 0 ∈ relint Pn, hence hPn ≥ 0. If Pn ⊂ Qn,
then hPn ≤ hQn , hence

V (P1, . . . , Pn) ≤ V (P1, . . . , Pn−1,Qn),

by the same formula and since the mixed volume is nonnegative. ��
Remark 3.15 In addition to V ≥ 0, one can show that V (K1, . . . ,Kn) > 0 if
and only if there exist segments s1 ⊂ K1, . . . , sn ⊂ Kn with linearly independent
directions (see Exercise 3.3.1).

Remark 3.16 Theorem 3.9 (a) and (f) now imply the continuity of the surface
area F .

The polynomial expansion in Theorem 3.9 can be written in a more economic
way. Using the symmetry of the mixed volumes, we obtain for K1, . . . ,Km ∈ Kn

and α1, . . . , αm ≥ 0 that

Vn

(
m∑

i=1

αiKi

)

=
n∑

r1,...,rm=0

(
n

r1, . . . , rm

)

α
r1
1 · · · αrm

m V (K1[r1], . . . ,Km[rm]), (3.13)

where the number in brackets is the multiplicity ri of the convex body Ki for i =
1, . . . ,m.

Now we consider the special case of the parallel body K + Bn(α), α ≥ 0, of a
body K ∈ Kn. With the choices m = 2, α1 = 1, α2 = α and K1 = K , K2 = Bn,
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relation (3.13) (or again Theorem 3.9) yields

V (K + Bn(α)) = V (K + αBn) = V (α1K1 + α2K2)

=
2∑

i1=1

· · ·
2∑

in=1

αi1 · · ·αinV (Ki1 , . . . ,Kin ) (3.14)

=
n∑

i=0

αi

(
n

i

)

V (K, . . . ,K
︸ ︷︷ ︸

n−i

, Bn, . . . , Bn

︸ ︷︷ ︸
i

).

The coefficients in this particular polynomial expansion deserve special attention.
Recall that κk denotes the volume of the k-dimensional unit ball.

Definition 3.5 For K ∈ Kn,

Wi(K) := V (K, . . . ,K
︸ ︷︷ ︸

n−i

, Bn, . . . , Bn

︸ ︷︷ ︸
i

)

is called the ith quermassintegral of K , i ∈ {0, . . . , n}, and

Vj (K) = V
(n)
j (K) :=

(
n
j

)

κn−j

Wn−j (K) =
(
n
j

)

κn−j

V (K, . . . ,K
︸ ︷︷ ︸

j

, Bn, . . . , Bn

︸ ︷︷ ︸
n−j

)

is called the j th intrinsic volume of K for j ∈ {0, . . . , n}. In addition, we define

Wi(∅) := Vj (∅) := 0, i, j = 0, . . . , n.

The functional Wi : Kn → R, for i ∈ {0, . . . , n}, is called the ith quermassintegral,
the functional Vj : Kn → R, for j ∈ {0, . . . , n}, is the j th intrinsic volume.

Formula (3.14) directly yields the following result.

Theorem 3.10 (Steiner Formula) For K ∈ Kn and α ≥ 0,

V (K + Bn(α)) =
n∑

i=0

αi

(
n

i

)

Wi(K),

respectively

V (K + Bn(α)) =
n∑

j=0

αn−j κn−j Vj (K).
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Remark 3.17 In particular, we get

F(K) = nW1(K) = 2Vn−1(K) = lim
α↘0

1

α
(V (K + Bn(α)) − V (K)),

hence the surface area is the “derivative” of the volume functional.

Remark 3.18 As a generalization of the Steiner formula (3.14), one can show that

Vk(K + Bn(α)) =
k∑

j=0

αk−j

(
n − j

n − k

)
κn−j

κn−k

Vj (K),

for k = 0, . . . , n − 1 (see Exercise 3.3.7).

Remark 3.19 Here we deduced the Steiner formula as a special case of the
polynomial expansion of the volume of a general Minkowski combination of convex
bodies, that is via the introduction of mixed volumes. It is possible to follow a more
direct approach by decomposing the outer parallel set of a convex polytope P by
the inverse images under the projection map of the relative interiors of the faces
of P (see Fig. 3.2). The result for a general convex body then follows again by
approximation with polytopes. The details are the subject of Exercise 3.3.8.

Remark 3.20 The name “quermassintegral” is of German origin. Usually, a “Quer-
maß” of an object refers to a measure (= Maß) across (=quer) the body. This
is deliberately vague and could mean for instance that one considers a section
of the body and determines some kind of measure of this section or one might
consider a projection of the body and a measure of this projection. The second
part of the term “quermassintegral” refers to striking integral-geometric properties
of the quermassintegrals which for instance make it possible to introduce the

P

�B 2

o

Fig. 3.2 Illustration of the parallel set of a polygon, which indicates the polynomial growth of the
area V2(P + �B2) = V2(P ) + S1(P ) · � + V2(B

2) · �2 as a function of � ≥ 0, where S1(P ) is the
boundary length of P
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quermassintegrals of a body as integral averages of volumes of projections of the
given body. We will discuss integral-geometric properties of quermassintegrals
in Chap. 5, where we derive some integral-geometric projection and intersection
formulas for these functionals. The name “quermassintegral” already appears in the
classical book by Bonnesen and Fenchel [18] and has been in use since then.

Remark 3.21 The intrinsic volumes were introduced by Peter McMullen [69]. Their
obvious advantages are that the index j of Vj equals the degree of homogeneity,

Vj (αK) = αjVj (K), K ∈ Kn, α ≥ 0,

and that they are independent of the dimension of the ambient Euclidean space, that
is, for a body K ∈ Kn with dim K = k < n, we have

V
(n)
j (K) = V

(k)
j (K), j = 0, . . . , k,

(see Exercise 3.3.5). Of course, this latter property justifies their name.

The intrinsic volumes Vj : Kn → [0,∞), j ∈ {0, . . . , n}, are important
geometric functionals of a convex body. First,

Vn(K) = V (K, . . . ,K) = V (K)

equals the volume of K . Second,

2Vn−1(K) = nV (K, . . . ,K,Bn) = F(K)

is the surface area of K . For a body K of dimension n − 1, Vn−1(K) is the (n − 1)-
dimensional content of K . Furthermore, V1(K) is proportional to the mean width
of K . In order to introduce the mean width and to see how it is related to the first
intrinsic volume, we observe that by the special case j = 1 of Definition 3.5 we
have

κn−1

n
V1(K) = V (K,Bn, . . . , Bn). (3.15)

An approximation of the unit ball by polytopes shows that

V (K,Bn, . . . , Bn) = 1

n

∫

Sn−1
hK(u) σ(du), (3.16)

where the integration is with respect to the spherical Lebesgue measure. A rigorous
proof of (3.16) will be given in Sect. 4.1 (for another argument, see Remark 3.23).
Combining (3.15) and (3.16), we get

κn−1V1(K) =
∫

Sn−1
hK(u) σ(du). (3.17)
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Since bK(u) := hK(u) + hK(−u) gives the width of K in direction u (the distance
between the two parallel supporting hyperplanes with common unit normal u), we
obtain

1

n

∫

Sn−1
hK(u) σ(du) = 1

2n

∫

Sn−1
bK(u) σ(du) = κn

2
B(K),

where

B(K) := 1

nκn

∫

Sn−1
bK(u) σ(du)

denotes the mean width of K (the letter B stands for the German word “Breite”
(meaning “width”). Hence, we arrive at

V1(K) = nκn

2κn−1
B(K). (3.18)

Finally,

V0(K) = 1

κn

Wn(K) =
{

1, K �= ∅,

0, K = ∅,

is the Euler–Poincaré characteristic of K , which plays an important role in integral
geometry (see Chap. 5). The other intrinsic volumes Vj (K), 1 < j < n − 1,
have interpretations as integrals of curvature functions, if the boundary of K is
smooth. For instance, Vn−2(K) is proportional to the integral mean curvature of
K . In general, Vj is obtained as an integral of the elementary symmetric function
of order n − 1 − j of the principal curvatures of K over the boundary of K . For a
polytope P , an interpretation of Vj (P ) is provided in Exercise 3.3.9, as the sum of
the weighted j -volumes of the j -faces of P where for each face the weight of the
face is proportional to the volume of the spherical image of that face (the normal
cone, taken at a point in the relative interior of the face, intersected with the unit
sphere).

Remark 3.22 From Theorem 3.9 we obtain the following additional properties of
the intrinsic volumes Vj :

• K �→ Vj(K) is continuous,
• Vj is motion invariant,
• Vj ≥ 0 and Vj is increasing.

In Sect. 4.5 we shall discuss an important additivity property of intrinsic volumes.
The intrinsic volume Vj is additive in the sense that

Vj (K ∪ M) + Vj (K ∩ M) = Vj (K) + Vj (M)
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for all K,M ∈ Kn such that K ∪ M ∈ Kn. Then we shall also discuss and
prove Hadwiger’s celebrated characterization theorem, which states that intrinsic
volumes (or linear combinations thereof) can be characterized by some of their
properties such as additivity, continuity (or monotonicity) and isometry invariance
(see Exercise 3.3.8). As a consequence of this result, simple proofs of integral-
geometric formulas can be given.

Finally, in this section we discuss a characterization (see Theorem 3.11) of the
first intrinsic volume and of the mean width. From this result it follows that these
functionals differ only by a constant factor. Theorem 3.11 is based on the notion of
Minkowski additivity, which is more restrictive than additivity as defined above.

Definition 3.6 A functional ϕ : Kn → R is Minkowski additive if

ϕ(K + L) = ϕ(K) + ϕ(L) for K,L ∈ Kn.

The map K �→ hK(u), for some fixed u ∈ S
n−1, is Minkowski additive. Further

examples are the first intrinsic volume V1 and the mean width functional B. A map
which is Minkowski additive is also additive. This can be seen by observing that
(K ∪ L) + (K ∩ L) = K + L for K,L ∈ Kn such that also K ∪ L ∈ Kn.

Note that if ϕ is Minkowski additive, then ϕ(λK) = λϕ(K) for K ∈ Kn and
rational λ ≥ 0. In fact, by induction we get

ϕ(K1 + · · · + Km) =
m∑

i=1

ϕ(Ki)

for K1, . . . ,Km ∈ Kn. Hence ϕ(mK) = mϕ(K) for K ∈ Kn and m ∈ N. But then,
for r, s ∈ N we deduce that

r

s
ϕ(K) = 1

s
ϕ(rK) = 1

s
ϕ
(
s
( r

s
K
))

= ϕ
( r

s
K
)

.

The functionals V1, B further share the properties of being rigid motion invariant
and continuous. In fact, fewer properties suffice for the following characterization
theorem.

Theorem 3.11 Let n ≥ 2. If ϕ : Kn → R is Minkowski additive, invariant under
proper rotations, and continuous at Bn, then ϕ = cB for some nonnegative constant
c ≥ 0.

Remark 3.23 From the theorem it follows that V1 = cB for some constant c ≥ 0.
Since V1(B

n) = (nκn)/κn−1 and B(Bn) = 2, it follows that c = (nκn)/(2κn−1).
This proves (3.18) and thus also (3.17). Another proof will be provided in Sect. 4.1.
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For the proof of Theorem 3.11, we use a method which can be described as
rotation averaging. For K ∈ Kn, m ∈ N, and �1, . . . , �m ∈ SO(n), we define

K ′ := 1

m
(�1K + · · · + �mK) ∈ Kn

and call this a rotation average (or rotation mean) of K . For this we have

B(K ′) = 1

m

m∑

i=1

B(�iK) = 1

m

m∑

i=1

B(K) = B(K),

where we used that B is Minkowski additive and invariant under proper rotations.
This shows that the mean width is preserved under rotation averaging. Moreover, it
is easy to check that a rotational average of K ′ is a rotation average of the original
K . In the following, we use the fact that B(K) > 0 if and only if diam(K) > 0 for
K ∈ Kn.

Theorem 3.12 Let n ≥ 2. For each K ∈ Kn with diam(K) > 0, there exists a
sequence of rotation averages of K which converges to a nondegenerate Euclidean
ball.

Proof For L ∈ Kn, let R0(L) := min{λ ≥ 0 : L ⊂ λBn} denote the centred
circumradius of L. Clearly, R0 is continuous on Kn. Let R(K) denote the set of
rotation averages of K . If K ⊂ λBn, then also K ′ ⊂ λBn for K ′ ∈ R(K).
Therefore, R(K) is bounded and clR(K) is compact (by Blaschke’s selection
theorem). Then R0 attains its minimum r0 in L0 ∈ clR(K). Since diam(K) > 0
and thence B(L0) = B(K) > 0, it follows that r0 = R0(L0) > 0. Clearly, we
have L0 ⊂ r0B

n. Suppose that L0 �= r0B
n. Then there is some u0 ∈ S

n−1 such that
hL0(u0) < r0, and therefore there is an open set U ⊂ S

n−1 such that hL0(v) < r0
for v ∈ U . Hence there are �1, . . . , �m ∈ SO(n) such that

⋃m
i=1 �iU = S

n−1.
We define L′ := 1

m

∑m
i=1 �iL0. Let u ∈ S

n−1 be given. There is some i ∈
{1, . . . ,m} such that u ∈ �iU , so that �−1

i u ∈ U and hL0(�
−1
i u) < r0. But then we

get

hL′(u) = 1

m

m∑

i=1

h�iL0(u) = 1

m

m∑

i=1

hL0(�
−1
i u) < r0.

This shows that R0(L
′) < r0. Let Kj ∈ R(K), j ∈ N, with Kj → L0 as j → ∞.

Then

K ′
j := 1

m
(�1Kj + · · · + �mKj) → L′,

which yields that R0(K
′
j ) < r0 if j ∈ N is large enough, since R0 is continuous.

This is a contradiction, since K ′
j ∈ R(K). ��
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Proof of Theorem 3.11 Suppose that ϕ : Kn → R is as in the statement of the
theorem. For x ∈ R

n, there is some � ∈ SO(n) such that �x = −x. Then we
conclude that

ϕ({0}) = ϕ({x} + �({x})) = 2ϕ({x}).

Taking first x = 0, we get ϕ({0}) = 0, and then ϕ({x}) = 0 for all x ∈ R
n. Now

suppose that K ∈ Kn with diam(K) > 0. Let m ∈ N, let λi be a positive rational
number, let �i ∈ SO(n), for i = 1, . . . ,m, and define K ′ := λ1�1K+· · ·+λm�mK .
Then

ϕ(K ′) =
m∑

i=1

ϕ(λi�iK) =
m∑

i=1

λiϕ(�iK) =
(

m∑

i=1

λi

)

ϕ(K).

The same is true for B. Hence, we deduce that

ϕ(K)

B(K)
= ϕ(K ′)

B(K ′)
−→ ϕ(Bn)

B(Bn)
,

for a suitably chosen sequence of scaled rotational averages. The existence of such
a sequence follows from Theorem 3.12. Since the left-hand side is independent of
this sequence, the assertion follows. ��

Exercises and Supplements for Sect. 3.3

1.* (a) Let s1, . . . , sn ∈ Kn be segments of the form si = [0, xi] with xi ∈ R
n.

Show that

n! V (s1, . . . , sn) = | det(x1, . . . , xn)|.

(b) Let K1, . . . ,Kn ∈ Kn. Show that V (K1, . . . ,Kn) > 0 if and only if there
exist segments si ⊂ Ki , i = 1, . . . , n, with linearly independent directions.

2. The following result has been shown in [13, Theorem 1] by U. Betke and
W. Weil. There it has been proved by using Choquet’s theorem (an integral
version of the Krein–Milman theorem) and the result of Exercise 3.1.12. In
Chap. 4 we shall provide an alternative and more elementary argument.

(a) Let K,M ∈ K2. Prove the inequality

V (K,M) ≤ 1

8
F(K) F(M).
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(b) Show that equality holds in the above inequality if and only if K,M are
orthogonal segments (or if one of the bodies is a point).

3. The following result has been shown by U. Betke and W. Weil in [13, Theorem
2].

(a) Let K ∈ K2. Prove the inequality

V (K,−K) ≤
√

3

18
F 2(K).

(b) Show that equality holds in the above inequality for a polygon K if and
only if K is an equilateral triangle (or a point). It seems to be unknown
whether this is the only equality case for general convex sets.

4. Let K,L ∈ Kn. Show that

λn(D(K,L)) =
∫

Rn

V0(K ∩ (L + x)) λn(dx)

=
n∑

j=0

(
n

j

)

V (K, . . . ,K
︸ ︷︷ ︸

n−j

,−L, . . . ,−L
︸ ︷︷ ︸

j

),

where D(K,L) := {z ∈ R
n : K ∩ (L + z) �= ∅}.

5. Let K ∈ Kn. Show that the intrinsic volume Vj (K) = V
(n)
j (K) is independent

of the dimension n, that is, if dim K = k < n, then

V
(k)
j (K) = V

(n)
j (K) for 0 ≤ j ≤ k.

6. Suppose that K ∈ Kn and L is a q-dimensional linear subspace of Rn with
q ∈ {0, . . . , n − 1}. Let BL denote the unit ball in L.

(a) Show that if α ≥ 0, then

V (K + αBL) =
q∑

j=0

αq−j κq−j

∫

L⊥
Vj(K ∩ (L + x)) λn−q (dx).

(b) The (n − q)-dimensional volume of the projection K | L⊥ satisfies

Vn−q(K|L⊥) =
(
n
q

)

κq

V (K, . . . ,K
︸ ︷︷ ︸

n−q

, BL, . . . , BL︸ ︷︷ ︸
q

).

Hint for (a): Use Fubini’s theorem in R
n = L × L⊥ for the left-hand side and

apply Exercise 3.3.5.
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7. Let K ∈ Kn and α ≥ 0. Prove the following Steiner formula for the intrinsic
volumes:

Vk(K + Bn(α)) =
k∑

j=0

αk−j

(
n − j

n − k

)
κn−j

κn−k

Vj (K), 0 ≤ k ≤ n − 1.

8. Prove the following Theorem of Hadwiger (in dimension two, for a start):
Let f : Kn → R be additive, motion invariant and continuous (resp.
monotone). Then there are constants βj ∈ R (resp. βj ≥ 0) such that

f =
n∑

j=0

βjVj .

9.* Let P ∈ Pn be a polytope in R
n Let Fk(P ) denote the set of all k-dimensional

faces of P , in particular, Fn(P ) = {P }, if dim P = n. For x ∈ bd P , recall
that N(P, x) = {u ∈ R

n : 〈x, u〉 = hP (u)} and N(P, z) := {0} for z ∈ int P .
Prove:

(a) For x ∈ P , N(P, x) = {y − x : y ∈ R
n, p(P, y) = x} is a convex cone.

(b) N(P, x) = N(P, y) =: N(P,F ) ⊂ F⊥ for F ∈ Fk(P ), k ∈ {0, . . . , n}
and x, y ∈ relint F , where F⊥ is the orthogonal complement of the linear
subspace parallel to F .

(c) The following disjoint decomposition holds:

P =
n⋃

k=0

⋃

F∈Fk(P )

relint F.

(d) For ε > 0 the following disjoint decomposition holds:

P + Bn(ε) =
n⋃

k=0

⋃

F∈Fk(P )

(relint F + (N(P, F ) ∩ Bn(ε))).

(e) Let λF the denote the Lebesgue measure in the affine hull of F . We define

γ (P, F ) := λF⊥(N(P, F ) ∩ Bn)

κn−k

.

Then the kth intrinsic volume of P satisfies

Vk(P ) =
∑

F∈Fk(P )

γ (P, F )λF (F ), k = 0, . . . , n − 1.
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10. (a) Consider the rectangles K := [0, a]× [0, b] and L := [0, c]× [0, d] in R
2.

Determine the mixed area V (K,L).
(b) Consider the simplex S := conv{0, e1, e2, e3} and the segments I1 :=

[0, e1] and I2 := [0, e2] in R
3, where ei denotes the ith unit vector of the

standard basis. Determine the mixed volumes V (S, I1, I2) and V (S, I1, I1).
11. Let P1 = [0, 4] × [0, 2] ⊂ R

2 and let P2 be a rectangle with the vertices
(0, 0), (1,−1), (3, 1), (2, 2). Determine V (P1, P2).

12. Let K,L,M ∈ Kn with K = M + L and R1, . . . , Rn−j ∈ Kn. Let j ∈
{0, . . . , n}. Show that

V (K[j ], R1, . . . , Rn−j ) =
j∑

i=0

(−1)j−i

(
j

i

)

V (K[i], L[j − i], R1, . . . , Rn−j ).

13. Let K ∈ Kn and d(K, x) := min{‖x − z‖ : z ∈ K} for x ∈ R
n. Show that

∫

Rn

exp
(
−πd(K, x)2

)
dx =

n∑

i=0

Vi(K).

The functional of K defined by either side of this equation is called the Wills
functional.

3.4 The Brunn–Minkowski Theorem

The Brunn–Minkowski Theorem is one of the first main results for convex bodies
and was first proved around 1890. The theorem states that, for convex bodies K,L ∈
Kn, the function

t �→ n
√

V (tK + (1 − t)L), t ∈ [0, 1],

is concave. As consequences of the Brunn–Minkowski theorem, we shall derive
several inequalities for mixed volumes, and in particular we thus obtain the
celebrated isoperimetric inequality.

We first provide a purely analytic auxiliary result.

Lemma 3.3 For α ∈ (0, 1) and r, s, t > 0,

(
α

r
+ 1 − α

s

)
[
αrt + (1 − α)st

] 1
t ≥ 1

with equality if and only if r = s.
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Proof The function x �→ ln x is strictly concave. Therefore we have

ln

{(
α

r
+ 1 − α

s

)
[
αrt + (1 − α)st

] 1
t

}

= 1

t
ln

(
αrt + (1 − α)st

) + ln

(
α

r
+ 1 − α

s

)

≥ 1

t

(
α ln rt + (1 − α) ln st

) + α ln
1

r
+ (1 − α) ln

1

s

= 0

with equality if and only if r = s (the use of the logarithm is possible since its
argument is always positive). Since the logarithm is a strictly increasing function,
the result follows. ��

The following important inequality is known as the Brunn–Minkowski inequal-
ity. It has numerous applications to and connections with geometry, analysis and
probability theory.

Theorem 3.13 (Brunn–Minkowski Inequality) Let K,L ∈ Kn be convex bodies
and α ∈ (0, 1). Then

n
√

V (αK + (1 − α)L) ≥ α n
√

V (K) + (1 − α) n
√

V (L)

with equality if and only if K and L lie in parallel hyperplanes or K and L are
homothetic.

Remark 3.24 By definition, K,L ∈ Kn are homothetic if K = αL + x or L =
αK + x, for some x ∈ R

n and some α ≥ 0. Hence, if K or L is a point, then
K and L are homothetic. The Brunn–Minkowski inequality trivially also holds for
α ∈ {0, 1}, but in view of the discussion of the equality cases, this is not included in
the statement of the theorem.

Proof of Theorem 3.13 We distinguish four cases. The fourth case concerns n-
dimensional convex bodies K,L. This main case can be reduced to the consideration
of bodies with unit volume. Then we shall proceed by induction on the dimension.
In this induction step, Lemma 3.3 will be used.

Case 1: K and L lie in parallel hyperplanes. Then αK + (1 − α)L also lies in a
hyperplane, and hence V (K) = V (L) = 0 and V (αK + (1 − α)L) = 0.

Case 2: dim K ≤ n − 1 and dim L ≤ n − 1, but K and L do not lie in parallel
hyperplanes, i.e., dim(K+L) = n. Then dim(αK+(1−α)L) = n, for α ∈ (0, 1),
hence

n
√

V (αK + (1 − α)L) > 0 = α
n
√

V (K) + (1 − α)
n
√

V (L),
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for α ∈ (0, 1). Since K and L are not contained in parallel hyperplanes, they are
not homothetic.

Case 3: dim K ≤ n − 1 and dim L = n (or vice versa). Then, for x ∈ K , we
obtain

αx + (1 − α)L ⊂ αK + (1 − α)L,

and thus

(1 − α)nV (L) = V (αx + (1 − α)L) ≤ V (αK + (1 − α)L)

with equality if and only if K = {x}.
Case 4: dim K = dim L = n. Define

K := 1
n
√

V (K)
K, L := 1

n
√

V (L)
L

and

α := α n
√

V (K)

α n
√

V (K) + (1 − α) n
√

V (L)
.

Then V (K) = V (L) = 1 and α ∈ (0, 1). If the Brunn–Minkowski theorem is
already established for convex bodies of volume 1, then

n

√

V (αK + (1 − α)L) ≥ 1,

which yields the Brunn–Minkowski inequality for arbitrary n-dimensional con-
vex bodies, and hence the inequality is proved. Moreover, K and L are
homothetic if and only if K and L are translates of each other.

Thus, in the following we may assume that V (K) = V (L) = 1 and have to
show that

V (αK + (1 − α)L) ≥ 1

with equality if and only if K,L are translates of each other. Because the volume
is translation invariant, we can make the additional assumption that K and L have
their center of gravity at 0. The center of gravity of an n-dimensional convex body
M is the point c ∈ R

n for which

〈c, u〉 = 1

V (M)

∫

M

〈x, u〉 dx
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holds for u ∈ S
n−1. Since K,L have volume one, assuming that K and L have

their center of mass at the origin is equivalent to

∫

K

〈x, u〉 dx =
∫

L

〈x, u〉 dx = 0

for u ∈ S
n−1. The equality case then reduces to the claim that K = L.

We now prove the Brunn–Minkowski theorem by induction on n. For n = 1,
the Brunn–Minkowski inequality follows from the linearity of the 1-dimensional
volume. In particular, we always have equality, which corresponds to the fact
that in R

1 any two convex bodies (compact intervals) are homothetic. Now
assume that n ≥ 2 and the assertion of the Brunn–Minkowski theorem is true
in dimension n − 1. We fix an arbitrary unit vector u ∈ S

n−1 and denote by

Eη := H(u, η), η ∈ R,

the hyperplane in direction u with (signed) distance η from the origin. The
function

f : [−hK(−u), hK(u)] → [0, 1], β �→ V (K ∩ H−(u, β)),

is strictly increasing, onto, and continuous. In fact, this follows since

V (K ∩ H−(u, β)) =
∫ β

−hK(−u)

v(K ∩ Eη) dη

by Fubini’s theorem and since η �→ v(K ∩ Eη) is positive and continuous
on [−hK(−u), hK(u)] (in fact, this map is continuous up to the boundary by
Exercise 3.4.7). Moreover, the function f is differentiable on [−hK(−u), hK(u)]
and f ′(β) = v(K ∩ Eβ). Since f is invertible, the inverse function β : [0, 1] →
[−hK(−u), hK(u)], which is also strictly increasing and continuous, satisfies
β(0) = −hK(−u), β(1) = hK(u), and

β ′(τ ) = 1

f ′(β(τ ))
= 1

v(K ∩ Eβ(τ))
, τ ∈ (0, 1).

Analogously, for the convex body L we obtain a function γ : [0, 1] →
[−hL(−u), hL(u)] with

γ ′(τ ) = 1

v(L ∩ Eγ(τ))
, τ ∈ (0, 1).

Because of

α(K ∩ Eβ(τ)) + (1 − α)(L ∩ Eγ(τ)) ⊂ (αK + (1 − α)L) ∩ Eαβ(τ)+(1−α)γ (τ ),
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for α, τ ∈ [0, 1] and using a substitution by the map

[0, 1] → [α(−hK(−u)) + (1 − α)(−hL(−u)), αhK(u) + (1 − α)hL(u)],
τ �→ αβ(τ) + (1 − α)γ (τ ),

we obtain from the induction assumption

V (αK + (1 − α)L)

=
∫ ∞

−∞
v((αK + (1 − α)L) ∩ Eη) dη

=
∫ 1

0
v((αK + (1 − α)L) ∩ Eαβ(τ)+(1−α)γ (τ ))(αβ ′(τ ) + (1 − α)γ ′(τ )) dτ

≥
∫ 1

0
v
(
α(K ∩ Eβ(τ)) + (1 − α)(L ∩ Eγ(τ))

)

×
(

α

v(K ∩ Eβ(τ))
+ 1 − α

v(L ∩ Eγ(τ))

)

dτ

≥
∫ 1

0

[
α n−1

√
v(K ∩ Eβ(τ)) + (1 − α) n−1

√
v(L ∩ Eγ(τ))

]n−1

×
(

α

v(K ∩ Eβ(τ))
+ 1 − α

v(L ∩ Eγ(τ))

)

dτ.

Choosing r := v(K ∩ Eβ(τ)), s := v(L ∩ Eγ(τ)), and t := 1
n−1 , we obtain from

Lemma 3.3 that the integrand is ≥ 1, which yields the required inequality.

Now assume

V (αK + (1 − α)L) = 1.

Then we must have equality in our last estimation, which implies that the
integrand equals 1, for all τ . Again by Lemma 3.3, this yields that

v(K ∩ Eβ(τ)) = v(L ∩ Eγ(τ)), for τ ∈ [0, 1].

Therefore β ′ = γ ′ on (0, 1), hence the function β − γ is a constant on [0, 1].
Because the center of gravity of K is at the origin, we obtain

0 =
∫

K

〈x, u〉 dx =
∫ β(1)

β(0)

ηv(K ∩ Eη) dη =
∫ β(1)

β(0)

ηf ′(η) dη =
∫ 1

0
β(τ) dτ,
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where the change of variables η = β(τ) was used. In an analogous way,

0 =
∫ 1

0
γ (τ) dτ.

Consequently,

∫ 1

0
(β(τ ) − γ (τ)) dτ = 0

and therefore β = γ . In particular, we obtain

hK(u) = β(1) = γ (1) = hL(u).

Since u ∈ S
n−1 was arbitrary, V (αK + (1 − α)L) = 1 implies that hK = hL,

and hence K = L.
Conversely, it is clear that K = L implies that V (αK + (1 − α)L) = 1.

��
Remark 3.25 Theorem 3.13 implies that the function

f (t) := n
√

V (tK + (1 − t)L)

is concave on [0, 1]. If x, y, α ∈ [0, 1], then

f (αx + (1 − α)y) = n
√

V ([αx + (1 − α)y]K + [1 − αx − (1 − α)y]L)

= n
√

V (α[xK + (1 − x)L] + (1 − α)[yK + (1 − y)L])
≥ α

n
√

V (xK + (1 − x)L) + (1 − α) n
√

V (yK + (1 − y)L)

= αf (x) + (1 − α)f (y).

As a consequence of Theorem 3.13, we obtain an inequality for mixed volumes
which was first proved by Hermann Minkowski.

Theorem 3.14 (Minkowski’s Inequality) Let K,L ∈ Kn. Then

V (K, . . . ,K,L)n ≥ V (K)n−1V (L)

with equality if and only if dim K ≤ n − 2 or K and L lie in parallel hyperplanes
or K and L are homothetic.

Proof For dim K ≤ n − 1, the inequality holds since the right-hand side is zero.
Moreover, we then have equality, if and only if either dim K ≤ n − 2 or K and
L lie in parallel hyperplanes (compare Exercise 3.1.1). Hence, we now assume
dim K = n.
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By Theorem 3.13 (similarly to Remark 3.25), it follows that the function

f (t) := V (K + tL)
1
n , t ∈ [0, 1],

is concave. Therefore

f +(0) ≥ f (1) − f (0) = V (K + L)
1
n − V (K)

1
n .

Since

f +(0) = 1

n
V (K)

1
n −1 nV (K, . . . ,K,L),

we arrive at

V (K)
1
n −1 V (K, . . . ,K,L) ≥ V (K + L)

1
n − V (K)

1
n ≥ V (L)

1
n ,

where we used the Brunn–Minkowski inequality for the second inequality (with t =
1
2 ). This yields the inequality. If equality holds, then equality holds in the Brunn–
Minkowski inequality, which implies that K and L are homothetic. Conversely, if
K and L are homothetic, then equality holds (as can be easily checked). ��

The isoperimetric inequality is undoubtedly one of the fundamental classical
results in mathematics. In the present framework, it states that among all convex
bodies of given volume, precisely the Euclidean balls minimize the surface area.
Alternatively, if the surface area is fixed, then Euclidean balls maximize the volume
functional. The following special case of the Minkowski inequality expresses this
geometric fact in an analytic form.

Corollary 3.1 (Isoperimetric Inequality) If K ∈ Kn is n-dimensional, then

(
F(K)

F(Bn)

)n

≥
(

V (K)

V (Bn)

)n−1

.

Equality holds if and only if K is a ball.

Proof We put L := Bn in Theorem 3.14 and get

V (K, . . . ,K,Bn)n ≥ V (K)n−1V (Bn)

or, equivalently,

nnV (K, . . . ,K,Bn)n

nnV (Bn, . . . , Bn, Bn)n
≥ V (K)n−1

V (Bn)n−1 ,

which is precisely what we had to show. ��
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Note that the inequality is scaling and motion invariant. It can also be expressed
by saying that the isoperimetric ratio F(K)n/V (K)n−1 is minimized precisely by
Euclidean balls.

Using V (Bn) = κn and F(Bn) = nκn, we can re-write the inequality in the form

V (K)n−1 ≤ 1

nnκn

F (K)n.

For n = 2 and using the common terminology A(K) for the area (the “volume” in
R

2) and L(K) for the boundary length (the “surface area” in R
2), we obtain

A(K) ≤ 1

4π
L(K)2,

and, for n = 3,

V (K)2 ≤ 1

36π
F(K)3.

An exchange of K and Bn in the proof above leads to a similar inequality for the
mixed volume V (Bn, . . . Bn,K), whence we obtain the following corollary for the
mean width B(K).

Corollary 3.2 Let K ∈ Kn be a convex body. Then,

(
B(K)

B(Bn)

)n

≥ V (K)

V (Bn)
.

Equality holds if and only if K is a ball.

Remark 3.26 Since B(K) is not greater than the diameter of K , the corollary yields
an inequality for the diameter. The resulting inequality is known as the isodiametric
inequality.

Using Theorem 3.13 and second derivatives, we obtain in a similar manner
inequalities of quadratic type.

Theorem 3.15 (Minkowski’s Second Inequality) For K,L ∈ Kn,

V (K, . . . ,K,L)2 ≥ V (K, . . . ,K,L,L)V (K). (3.19)

The proof is left as an exercise (see Exercise 3.3.2). Equality holds if dim(K) ≤
n−2 or if K and L are homothetic, but there are also non-homothetic pairs of bodies
(with interior points) for which equality holds. More precisely, the characterization
of the case of equality involves the (n − 2)-tangential body of L. We refer to
[81, Theorem 7.6.19] for the proof. The solution of the long standing problem
of characterizing the equality case for the more general quadratic Minkowski
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inequality

V (M[n − 2],K,L)2 ≥ V (M[n − 2],K,K)V (M[n − 2], L,L), (3.20)

for convex bodies K,L,M ∈ Kn, has been announced in [86]. The even more
general Alexandrov–Fenchel inequality is obtained if the (n − 2) bodies M, . . . ,M

in (3.20) are replaced by arbitrary convex bodies M1, . . . ,Mn−2, so that

V (M1, . . . ,Mn−2,K,L)2

≥ V (M1, . . . ,Mn−2,K,K)V (M1, . . . ,Mn−2, L,L) (3.21)

is obtained. The Alexandrov–Fenchel inequality is connected to various fields in
mathematics and has many and surprising applications. A proof of this deep result
and more detailed references to the literature can be found in [81, Chapter 7.3],
a discussion of consequences and improvements are provided in [81, Chapter
7.4]. Recently, new approaches and variants of proofs of the Alexandrov–Fenchel
inequality have been developed (see, for instance, [27, 85]). Despite these new
insights and improvements, it is still not known for which convex bodies equality
holds in (3.21).

Replacing K or L in (3.19) by the unit ball, we obtain more special inequalities,
for example (in R

3)

πB(K)2 ≥ F(K)

or

F(K)2 ≥ 6πB(K)V (K).

Exercises and Supplements for Sect. 3.4

1. Let K,L ∈ Kn
0 and K ⊂ L. Show that K = L if and only if V (K) = V (L).

2.* Give a proof of Theorem 3.15.
3. The diameter diam(K) of a convex body K ∈ Kn is defined as

diam(K) := sup{‖x − y‖ : x, y ∈ K}.

(a) Prove that

B(K) ≤ diam(K) ≤ nκn

2κn−1
· B(K).

(b) If there is equality in one of the two inequalities, what can be said about
K?
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4. Let K ∈ Kn be an n-dimensional convex body. The difference body D(K) of
K is defined as the centrally symmetric convex body D(K) := 1

2 (K + (−K)).
Show that

(a) D(K) has the same width as K in every direction.
(b) V (D(K)) ≥ V (K) with equality if and only if K is centrally symmetric.

5. Let K,L ∈ Kn, and let u ∈ R
n \ {0}. Let Ku,Lu denote the orthogonal

projection of K,L on u⊥. Suppose that Ku = Lu. Show that

V ((1 − α)K + αL) ≥ (1 − α)V (K) + αV (L), α ∈ [0, 1].

Show by an example that the assumption Ku = Lu cannot be dropped.
Hint: Use Fubini’s theorem and check the inclusion

(1 − α)(K ∩ Gx) + α(L ∩ Gx) ⊂ ((1 − α)K + αL) ∩ Gx,

where Gx := x + Ru for x ∈ R
n and the given vector u ∈ R

n \ {0}.
6. We proved the Minkowski inequality (Theorem 3.14) with the help of the

Brunn–Minkowski inequality (Theorem 3.13). Show that conversely the
Brunn–Minkowski inequality can be deduced with the help of the Minkowski
inequality.
Hint: Use V (K + L) = V ((K + L)[n − 1],K + L).

7. Let K ∈ Kn with dim K = n, u ∈ S
n−1 and Iu = [−h(K,−u), h(K, u)].

Show that the map

Iu → R, t �→ Vn−1(K ∩ H(u, t)),

is continuous.
8. Let K ∈ Kn be an n-dimensional convex body and u ∈ S

n−1. Let Iu :=
[−h(K,−u), h(K, u)]. Consider the function defined by

r(t) := [Vn−1 (K ∩ H(u, t)) /κn−1]
1

n−1 , t ∈ Iu,

and the set (Schwarz symmetrization/rounding of K)

SuK :=
⋃

t∈Iu

[
Bn(tu, r(t)) ∩ H(u, t)

]
.

Prove that the function r is concave, SuK is a convex body and V (SuK) =
V (K).

9. Let K ∈ Kn with dim K > 0. Suppose that for every (n − 1)-dimensional
linear subspace of Rn there is a parallel hyperplane with respect to which K is
symmetric. Show that K is a Euclidean ball.
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10. Let K ∈ Kn be an n-dimensional convex body (n ≥ 2) with h(K, en) = 1
and h(K,−en) = 0 (en denotes the nth unit vector). Let f (t) := Vn−1(K ∩
H(en, t)) for t ∈ [0, 1]. The nth coordinate cn of the center of mass of K is
given by

cn = V (K)−1
∫ 1

0
tf (t)dt.

Show the estimate

1

n + 1
≤ cn ≤ n

n + 1
.

11.* (a) Let A,B ⊂ R
n be boxes with parallel axes. Prove the Brunn–Minkowski

inequality for A,B, based on the inequality between the arithmetic mean
and the geometric mean.

(b) Let A, and also B, be a finite union of boxes with parallel axes with pairwise
disjoint interiors. Use induction over the total number of boxes and (a) to
deduce the Brunn–Minkowski inequality for A,B.

(c) Use approximation from outside to conclude the Brunn–Minkowski
inequality for general compact sets A,B ⊂ R

n.
12. Let A,B ⊂ R

n be compact sets and λ ∈ [0, 1]. By Exercise 3.4.11,

V ((1 − λ)A + λB) ≥
[
(1 − λ)V (A)

1
n + λV (B)

1
n

]n

≥
[
V (A)

1−λ
n V (B)

λ
n

]n

,

by the inequality of the arithmetic mean and the geometric mean. Hence,

V ((1 − λ)A + λB) ≥ V (A)1−λV (B)λ

≥ min{V (A), V (B)}. (3.22)

Show that the seemingly weaker inequality (3.22) (for all sets A,B and
parameters λ) is in fact equivalent to the Brunn–Minkowski inequality.

13.* Let λ ∈ (0, 1) and let f, g, h : Rn → [0,∞) be measurable functions such that

h((1 − λ)x + λy) ≥ f (x)1−λg(y)λ, for x, y ∈ R
n.

Show that

∫

Rn

h(x) dx ≥
(∫

Rn

f (x) dx

)1−λ (∫

Rn

g(x) dx

)λ

.

Recover the Brunn–Minkowski inequality for compact sets by specializing
f, g, h.
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3.5 The Alexandrov–Fenchel Inequality

In this section, we prove the famous Alexandrov–Fenchel inequality. In our
presentation we essentially follow [27]. A special feature of the current approach
is that from the very beginning it emphasizes the close connection to a classical
Brunn–Minkowski type inequality for mixed volumes, and thus to a general form
of Minkowski’s inequality for mixed volumes. The following proof is similar to
Alexandrov’s first proof (which is described in detail in [81, Chapter 7.3]) in that it
uses the special representation of mixed volumes available for strongly isomorphic
polytopes, induction over the dimension and approximation, but in addition it
involves analytic properties of convex functions (which are of independent interest)
and a special case of the Perron–Frobenius theorem from linear algebra.

We use the following short notation. For integers 1 ≤ i ≤ j ≤ n and convex
bodies Ki, . . . ,Kj ∈ Kn, we write Ki··j = (Ki, . . . ,Kj ) (with or without brackets)
for a given finite sequence of j − i + 1 convex bodies. The sequence is empty
(and omitted) if i > j . Moreover, we write Kn

0 for the set of convex bodies with
nonempty interiors.

Theorem 3.16 (Alexandrov–Fenchel Inequality) Let K1, . . . ,Kn ∈ Kn. Then

V (K1,K2,K3..n)2 ≥ V (K1[2],K3..n) V (K2[2],K3..n). (AFI)

Note that by the symmetry properties of mixed volumes this is equivalent
to (3.21). For n = 2 the Alexandrov–Fenchel inequality boils down to Minkowski’s
inequality. For this reason, we focus on dimension n ≥ 3 in the following.

For m ∈ {2, . . . , n} and convex bodies K1,K2,Km+1, . . . ,Kn ∈ Kn, we
consider the function defined by

fm(t) := V (K1 + tK2 [m],Km+1..n)
1
m , t ≥ 0.

We will see now that (AFI) is closely related to the fact that fm is a concave function
on [0,∞).

Lemma 3.4 Let m ∈ {2, . . . , n}, K1,K2,Km+1, . . . ,Kn ∈ Kn
0 and t ≥ 0. Then

f ′′
m(t) = −(m − 1)fm(t)1−2m

×
(
V (K1,K2,K3..n)

2 − V (K1[2],K3..n)V (K2[2],K3..n)
)

,

where Kt := K1 + tK2 and K3..n := (Kt [m − 2],Km+1..n), for t ≥ 0.

Proof We define hm(t) := fm(t)m for t ≥ 0. Then fm and hm are of class C2 and

f ′′
m(t) = 1

m
fm(t)1−2m

(

h′′
m(t)hm(t) + 1 − m

m
h′

m(t)2
)

, t ≥ 0.
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Using the Minkowski linearity of mixed volumes, we obtain

hm(t) = V (Kt [m],Km+1..n),

h′
m(t) = mV (Kt [m − 1],K2,Km+1..n),

h′′
m(t) = m(m − 1)V (Kt [m − 2],K2[2],Km+1..n).

Hence we get

h′′
m(t)hm(t) + 1 − m

m
h′

m(t)2

= −m(m − 1)
(
V (Kt ,K2,Kt [m − 2],Km+1..n)

2

−V (Kt [2],Kt [m − 2],Km+1..n)V (K2[2],Kt [m − 2],Km+1..n)
)

= −m(m − 1)
(
V (K1,K2,K3..n)

2 − V (K1[2],K3..n)V (K2[2],K3..n)
)

,

from which the assertion follows. ��
The following proposition is an immediate consequence of Lemma 3.4.

Proposition 3.3

(a) If (AFI) holds for all convex bodies, then fm is a concave function for all convex
bodies.

(b) For fixed convex bodies K1, . . . ,Kn ∈ Kn
0 , (AFI) holds if and only if f2 is

concave. In particular, (AFI) holds for all convex bodies if and only if f2 is
always concave.

The following lemma shows that a converse of Proposition 3.3 (a) holds not only
for m = 2, but also for m = 3. This observation will be a key fact in the inductive
proof of the Alexandrov–Fenchel inequality. We start with another lemma.

We write R+ = [0,∞), R3+ = [0,∞)3 and x = (x1, x2, x3)
� ∈ R

3. For
K1, . . . ,Kn ∈ Kn

0 and x, y, z ∈ R
3, we define the functions

F̃ (x, y, z) :=
3∑

i1=1

3∑

i2=1

3∑

i3=1

xi1yi2zi3V
(
Ki1 ,Ki2 ,Ki3 ,K4..n

)

and F(x) := F̃ (x, x, x). Note that for x, y, z ∈ R
3+ \ {0}, we have

F̃ (x, y, z) = V

(
3∑

i=1

xiKi,

3∑

i=1

yiKi,

3∑

i=1

ziKi,K4..n

)

> 0.

In the following lemma, we use this notation for fixed K1, . . . ,Kn ∈ Kn
0 .
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Lemma 3.5 If t �→ F(x + ty)
1
3 , t ∈ R+, is concave for all x, y ∈ R

3+, then

F̃ (x, y, z)2 ≥ F̃ (x, x, z)F̃ (y, y, z) (3.23)

for all x, y, z ∈ R
3+.

Proof For the proof, we can assume that F̃ (x, x, z) > 0 and that the components
of the vectors x, y, z are not zero. The proof is given in three steps.

(1) Let x, y ∈ (0,∞)3 be fixed for the moment. For h(t) := F(x + ty), t ≥ 0,
we obtain h′(t) = 3F̃ (y, x + ty, x + ty) and h′′(t) = 6F̃ (y, y, x + ty) and
therefore

d2

dt2 h
1
3 (t) |t=0 = 2F(x)−

5
3

(
−F̃ (y, x, x)2 + F(x)F̃ (y, y, x)

)
.

Since by assumption h
1
3 is concave, it follows that

F̃ (y, x, x)2 ≥ F̃ (x, x, x)F̃ (y, y, x), x, y ∈ (0,∞)3. (3.24)

(2) Now we extend (3.24) to x ∈ (0,∞)3 and all y ∈ R
3. For this, consider

Px(y) := F̃ (y, x, x)2 − F̃ (x, x, x)F̃ (y, y, x), y ∈ R
3.

If t > 0 is sufficiently large, then y + tx ∈ (0,∞)3 and hence Px(y + tx) ≥
0 by (3.24). Moreover, the multilinearity of F̃ (and cancellation) implies that
Px(y + tx) = Px(y), from which the assertion follows.

(3) Finally, for x, y, z ∈ (0,∞)3 and t ∈ R we consider

G(t) := F̃ (y + tz, y + tz, x) = F̃ (y, y, x) + 2tF̃ (y, z, x) + t2F̃ (z, z, x).

There is a t0 ≤ 0 such that F̃ (y + t0z, x, x) = F̃ (y, x, x) + t0F̃ (z, x, x, ) = 0
(here we use F̃ (z, x, x) > 0). An application of the result of (2) to y + t0z then
yields that G(t0) = F̃ (y + t0z, y + t0z, x) ≤ 0, since F(x) > 0. On the other
hand, G(0) = F̃ (y, y, x) ≥ 0. Therefore, the discriminant of the quadratic
function t �→ G(t) is nonnegative, which is equivalent to the assertion. ��

Lemma 3.6 If f3 is a concave function for all convex bodies, then (AFI) holds for
all convex bodies.

Proof Let K1, . . . ,Kn ∈ Kn
0 be given. We continue to use the notation from

Lemma 3.5. For x, y ∈ R
3+ and t ≥ 0, consider

F(x + ty) = V

(
3∑

i=1

(xi + tyi)Ki [3],K4..n

)

= V
(
K1 + tK2 [3],K4..n

)
,
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where K1 = ∑3
i=1 xiKi and K2 = ∑3

i=1 yiKi . By the assumption of the lemma,

the function t �→ F(x + ty)
1
3 , t ≥ 0, is concave for each choice of x, y ∈ R

3+. An
application of Lemma 3.5 with the standard unit vectors x = e1, y = e2, z = e3
now yields that (AFI) holds for the given convex bodies. ��

The final part of the proof of the Alexandrov–Fenchel inequality requires further
preparations.

Recall that we denote by Pn the set of polytopes in R
n. We write Pn

0 for the
subset of n-dimensional polytopes of Pn. For vectors u1, . . . , uN ∈ S

n−1 and h =
(h1, . . . , hN)� ∈ R

N , we consider polyhedral sets of the form

P[h] :=
N⋂

i=1

H−(ui, hi).

Clearly, if h ∈ R
N+ , then 0 ∈ P[h] and P[h] is a polytope if and only if the vectors

u1, . . . , uN ∈ S
n−1 are not contained in any hemisphere. Further, 0 ∈ int(P[h])

if and only if h1, . . . , hN > 0. The vector h is called the vector of support
numbers of P[h] if u1, . . . , uN are the exterior unit facet normals of P[h], that is,
if dim(P[h](ui)) = n − 1 for i = 1, . . . , N . In this case, the support numbers are
uniquely determined by P[h], since h(P[h], ui) = hi .

Strongly Isomorphic Polytopes

Definition 3.7

(a) A polytope P ∈ Pn
0 is simple if each vertex of P is contained in precisely n

facets of P .
(b) Two polytopes P1, P2 ∈ Pn

0 are strongly isomorphic if dim(P1(u)) =
dim(P2(u)) for all u ∈ S

n−1.

Clearly, strong isomorphism of n-polytopes is an equivalence relation, the
equivalence class of a polytope P ∈ Pn

0 is called the a-type of P . For Q ∈ Pn
0

we write Q ∈ a(P ) if Q and P belong to the same class. The following lemma
collects several geometric facts that will be used in the following.

Lemma 3.7

(a) If P1, P2 ∈ Pn
0 are strongly isomorphic, then P1(u) and P2(u) are also strongly

isomorphic for each u ∈ S
n−1.

(b) If P1, . . . , Pm ∈ Pn
0 are strongly isomorphic, then all polytopes α1P1 + · · · +

αmPm with α1, . . . , αm ≥ 0 and α1 + · · · + αm > 0 are strongly isomorphic.
(c) If P = P[h] ∈ Pn

0 is simple and has exterior facet normals u1, . . . , uN ∈ S
n−1,

then there is some β > 0 such that any two of the polytopes P[h+α] with α =
(α1, . . . , αN)� and |αi | ≤ β are strongly isomorphic.
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(d) For any (K1, . . . ,Kn) ∈ (Kn)n there is a sequence (P1(m), . . . , Pn(m)) ∈
(Pn

0 )n, m ∈ N, such that Pj (m) → Kj as m → ∞ (in the Hausdorff metric),
for j = 1, . . . , n, and P1(m), . . . , Pn(m) are simple and strongly isomorphic
for each m ∈ N.

Proof (a) is [81, Lemma 2.4.10], (b) is [81, Lemma 2.4.12], (c) is [81, Lemma
2.4.13], (d) is [81, Theorem 2.4.15]. ��

Mixed Volumes of Strongly Isomorphic Polytopes

In comparison to general convex polytopes, the representation of mixed volumes of
strongly isomorphic polytopes slightly simplifies, which will be convenient for the
subsequent analysis.

Let P ∈ Pn
0 be a simple polytope with facet normals u1, . . . , uN ∈ S

n−1. Then

C(P ) :=
{
h ∈ (0,∞)N : P[h] ∈ a(P )

}

is an open convex cone. In fact, if h, h′ ∈ C(P ), then P[h] + P[h′] ∈ a(P ) by
Lemma 3.7 (b), and thus

(P[h] + P[h′ ])(ui) = P[h](ui) + P[h′](ui) = hi + h′
i = P[h+h′ ](ui)

implies that P[h] + P[h′] = P[h+h′]. The fact that C(P ) is open follows from
Lemma 3.7 (c).

Lemma 3.8 Let P ∈ Pn
0 be a simple polytope with exterior facet normals

u1, . . . , uN ∈ S
n−1. For i = 1, . . . , n, let Pi = P[h(i)] ∈ a(P ) with

h
(i)
j = h(P[h(i)], uj ) for j = 1, . . . , N . Then there are real numbers aj1···jn , for

j1, . . . , jn ∈ {1, . . . , N}, depending only on a(P ) (and independent of the support
numbers of the polytopes) and symmetric in the lower indices, such that

V (P1, . . . , Pn) =
N∑

j1,...,jn=1

aj1···jnh
(1)
j1

· · · h(n)
jn

.

In particular, the map C(P )N - (h(1), . . . , h(n)) �→ V (P[h(1)], . . . , P[h(n)]) is of
class C∞.

Proof We proceed by induction. For n = 1, we have h = (h1, h2)
� and P =

[h1e1, h2(−e1)] with h1 > −h2, and thus V (P) = h1 + h2. For the induction step,
we use that N(P1 + · · · + Pn−1) = {u1, . . . , uN }, and hence by definition

V (P[h(1)], . . . , P[h(n)]) = 1

n

N∑

i=1

h
(n)
i V (n−1)(P[h(1)](ui), . . . , P[h(n−1)](ui)).

(3.25)
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By Lemma 3.7 (a), for i = 1, . . . , N the (n−1)-polytopes P[h(l)](ui), l = 1, . . . , n−
1, are strongly isomorphic in u⊥

i (say) and their a-type is determined by a(P ) and
i. Hence, using J := {(r, s) ∈ {1, . . . , N}2 : dim(P (ur) ∩ P(us)) = n − 2}, we
obtain from the induction hypothesis that there are numbers ai

j1···jn−1
such that

V (n−1)(P[h(1)](ui), . . . , P[h(n−1)](ui)) =
∑

(i,jr )∈J

ai
j1···jn−1

h
(1)
ij1

· · · h(n−1)
ijn−1

, (3.26)

where j1, . . . , jn−1 ∈ {1, . . . , N} and the summation is extended over all pairs
(i, jr ) ∈ J . It follows from relation (3.9) that

h
(r)
ijr

= h(P[h(r)](ui), ũjr ) = 1

sin � (ui , ujr )
h

(r)
jr

− 1

tan � (ui, ujr )
h

(r)
i . (3.27)

Note that the angles � (ui, ujr ) depend only on a(P ). Inserting (3.26) and (3.27)
into (3.25), the assertion follows if additional zero coefficients are inserted (if
needed) and a symmetrization is carried out to obtain coefficients with symmetric
indices. ��

Recall from Sect. 2.2 that for a (twice continuously) differentiable function F
on an open subset of RN we write ∇F(h) = (F1(h), . . . ,FN(h))� ∈ R

N for the
gradient and ∇2F(h) := ∂2F(h) = (Fij (h))Ni,j=1 ∈ R

N,N for the Hessian matrix

of F at h, with respect to the standard basis of RN .
Now we are prepared for the final step of the proof of the Alexandrov–Fenchel

inequality.

Proof of Theorem 3.16 We proceed by induction. The theorem has already been
proved in the case n = 2 (and also the case n = 3). Hence let n ≥ 3 (or n ≥ 4) and
assume the theorem holds in smaller dimensions.

Let P ∈ Pn
0 be a simple polytope and fix Kn−3 := K4..n := (P4, . . . , Pn) with

n-polytopes Pr ∈ a(P ) for r = 4, . . . , n. Then the function F : C(P ) → (0,∞)

defined by

F(h) := V (P[h][3],Kn−3)

has the following properties.

(i) F is C∞ (by Lemma 3.8) and positively homogeneous of degree 3 on the open
convex cone C(P ).

(ii) For h ∈ C(P ), we have

Fi (h) = 3

n
V (n−1)

(
P[h](ui)[2],Kn−3(ui)

)
> 0,

where Kn−3(ui) = (P4(ui), . . . , Pn(ui)). The derivative follows from (3.25)
and the symmetry of mixed volumes. Also note that dim(P[h](ui)) = n−1 ≥ 2
and dim(Pr(ui)) = n − 1 for r ≥ 4.
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(iii) By the induction hypothesis, the Alexandrov–Fenchel inequality holds for the
mixed volume V (n−1) in u⊥

i . Hence, since for λ ∈ [0, 1] we have

P[(1−λ)h+λh′](ui) = (
(1 − λ)P[h] + λP[h′ ]

)
(ui) = (1−λ)P[h](ui)+λP[h′](ui),

the map C(P ) - h �→ Fi (h)
1
2 is concave (see Exercise 3.5.1).

(iv) For (i, j) ∈ J and h ∈ C(P ), it follows from (3.8) and (3.27) that

Fij (h) = 3

n

2

n − 1

1

sin � (ui, uj )
V (n−2)

(
P[h](ui) ∩ P[h](uj ),Kn−3(ui, uj )

)

> 0,

where Kn−3(ui, uj ) = (P4(ui) ∩ P4(uj ), . . . , Pn(ui) ∩ Pn(uj )). Note that all
these intersections are (n − 2)-dimensional since (i, j) ∈ J . Further, we have
Fii (h) < 0 and Fij (h) = 0 if (i, j) ∈ {(r, s) ∈ {1, . . . , N}2 \ J : r �= s}.
Moreover, since any two facets are connected by a sequence of facets such that
the intersection of successive facets has dimension n − 2, it follows that the
matrix ∇2F(h) is irreducible, that is, for any i, j ∈ {1, . . . , N} with i �= j

there is a sequence i0 := i, i1, . . . , im := j ∈ {1, . . . , N} with ir �= ir+1 such
that Fir ir+1(h) > 0.

The following Lemma 3.9 shows these properties imply that C(P ) - h �→ F(h)
1
3

is concave. Now from Lemma 3.7 (d) and the continuity of mixed volumes it follows
that

L �→ V (L[3],K3, . . . ,Kn)
1
3 , L ∈ Kn,

is a concave map, and therefore f3 (as in Lemma 3.6) is concave for all convex
bodies (see also Exercise 3.5.1). Hence, by Lemma 3.6 it follows that (AFI) holds
in n-dimensional Euclidean space, which completes the induction step. ��

For v ∈ R
N , we write v⊗v for the square matrix v ·v� ∈ R

N,N . If A,B ∈ R
N,N

are symmetric matrices, we write A ≥ 0 to express that A is positive semi-definite
and A ≥ B to say that A − B ≥ 0. A vector is said to be positive if its coordinates
with respect to the standard basis are all positive.

Lemma 3.9 Let C ⊂ (0,∞)N be an open, convex cone. Let F : C → R be a
function of class C3 such that the following conditions are satisfied:

(a) F is positively 3-homogeneous.

(b) C - h �→ Fi (h)
1
2 is concave and Fi (h) > 0 for h ∈ C.

(c) ∇2F(h) is irreducible and Fij (h) ≥ 0 for i �= j and h ∈ C.

Then C - h �→ F(h)
1
3 is a concave function.
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Proof Since the map C - h �→ Fi (h)
1
2 is concave and of class C2, the Hessian

matrix ∇2(Fi )
1
2 (h) is negative semi-definite, which can be expressed by

∇2Fi (h) ≤ 1

2

∇Fi (h) ⊗ ∇Fi (h)

Fi (h)
, h ∈ C. (3.28)

Since ∇2F is positively 1-homogeneous, we get

N∑

i=1

hi∇2Fi (h) =
N∑

i=1

hi

(
∇2F

)

i
(h) = ∇2F(h).

Therefore, (3.28) yields

∇2F(h) =
N∑

i=1

hi∇2Fi (h) ≤ 1

2

N∑

i=1

hi
∇Fi (h) ⊗ ∇Fi (h)

Fi (h)
, h ∈ C. (3.29)

With the diagonal matrix D(h) = diag
(
Fi (h)−1hi : i = 1 . . . , N

)
, the symmetric

matrix M(h) := D(h)
1
2 ∇2F(h)D(h)

1
2 and using

N∑

i=1

hi
∇Fi (h) ⊗ ∇Fi (h)

Fi (h)
= ∇2F(h)D(h) ∇2F(h),

we can rewrite (3.29) in the form

M(h) ≤ 1

2
M(h)2, h ∈ C. (3.30)

Clearly, M(h) ∈ R
N,N is symmetric, irreducible and M(h)ij ≥ 0 for i �= j . If

v ∈ R
N \{0} is an eigenvector of M(h) with corresponding eigenvalue λ, then (3.30)

implies that λ ≥ 2 or λ ≤ 0. Moreover, D(h)− 1
2 h is an eigenvector of M(h) with

positive coordinates
√

hiFi (h) > 0 and corresponding eigenvalue 2. This can be
seen from

M(h)D(h)−
1
2 h = D(h)

1
2 ∇2F(h)h = D(h)

1
2

(
N∑

i=1

hi(Fj )i(h)

)N

j=1

= D(h)
1
2
(
2Fj (h)

)N
j=1 = 2D(h)

1
2 ∇F(h) = 2D(h)−

1
2 h,

where for the third equality we used that Fj is positively 2-homogeneous.
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Note that

‖D(h)−
1
2 h‖2 = 〈h,D(h)−1h〉 = 〈h,∇F(h)〉 = 3F(h),

since F is positively 3-homogeneous. An application of Lemma 3.10 below now
shows that

M(h) ≤ 2
D(h)− 1

2 h ⊗ D(h)− 1
2 h

3F(h)
.

Thus we arrive at

∇2F(h) ≤ 2

3

D(h)−1h ⊗ D(h)−1h

F(h)
= 2

3

∇F(h) ⊗ ∇F(h)

F(h)
, h ∈ C,

which shows that ∇2
(
F 1

3

)
is negative semi-definite.

This finally proves that F 1
3 is concave. ��

It remains to establish the following lemma from linear algebra.

Lemma 3.10 Let M = (mij ) ∈ R
N,N be symmetric, irreducible and such that

mij ≥ 0 for i �= j . Suppose that v1 ∈ S
N−1 is a positive eigenvector of M and

corresponding eigenvalue λ1 > 0. If M does not have any eigenvalues in (0, λ1),
then

M ≤ λ1v1 ⊗ v1.

Proof Let v1, . . . , vN be an orthonormal basis of eigenvectors of M with corre-
sponding real eigenvalues λ1, . . . , λN . Choosing a := max{|mii | : i = 1, . . . , N},
all components of the matrix M + aI are nonnegative (I denotes the identity
matrix). Then v1, . . . , vN is an orthonormal basis of eigenvectors of M + aI with
corresponding eigenvalues λ1 + a, . . . , λN + a. An application of (a special case
of) the Perron–Frobenius theorem to the symmetric, irreducible matrix M + aI ,
which has v1 as a positive eigenvector with positive eigenvalue λ1 + a, shows that
λi + a ≤ |λi + a| ≤ λ1 + a and λi + a �= λ1 + a for i ≥ 2. Hence λi < λ1 for
i ≥ 2, and therefore (by assumption) λi ≤ 0 for i = 2, . . . , N .

For x = ∑N
i=1 xivi ∈ R

N with xi ∈ R we get

〈(λ1v1 ⊗ v1 − M)x, x〉 =
N∑

j=2

(−λj )x
2
j ≥ 0,

which proves the assertion. ��
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Remark 3.27 The general Perron–Frobenius theorem is for instance covered in [47,
Satz 6.3.3], [34, Section 8.2, Theorem 2], [46, Theorem 8.4.4], [72, Chapter 8]; see
also Exercise 3.5.5.

The following Theorem 3.17 states that the function fm is concave for arbitrary
convex bodies.

Theorem 3.17 For m ∈ {2, . . . , n} and Km+1, . . . ,Kn ∈ Kn, let K =
(Km+1, . . . ,Kn). Then the map

Kn - L �→ V (L[m],K)
1
m

is concave.

From the inequalities derived up to this point, a variety of strong geomet-
ric inequalities can be deduced. For example, we obtain a general version of
Minkowski’s inequality (see Exercise 3.5.2).

Theorem 3.18 For m ∈ {2, . . . , n} and K1,K2,Km+1, . . . ,Kn ∈ Kn, let K =
(Km+1, . . . ,Kn). Then

V (K1[m − 1],K2,K)m ≥ V (K1[m],K)m−1V (K2[m],K).

Exercises and Supplements for Sect. 3.5

1. For a map f : Kn → R, we consider the following properties.

(a) f is concave, that is,

f ((1 − λ)K + λL) ≥ (1 − λ)f (K) + λf (L), K,L ∈ Kn, λ ∈ [0, 1].
(b) [0, 1] - s �→ f ((1 − s)K + sL) is concave for K,L ∈ Kn.
(c) R+ - t �→ f (K + tL) is concave for K,L ∈ Kn.

Show that (a) ⇐⇒ (b) ⇒ (c).
If f is positively homogeneous of degree 1 and continuous, then all three
properties are equivalent, that is, we also have (c) ⇒ (b).

2. For the proof of Theorem 3.18 proceed as in the proof of Minkowski’s inequality.
3. Deduce Theorem 3.17 from Theorem 3.18.

Note that this exercise and Exercise 3.5.2 together show that for convex bodies
Theorems 3.17 and 3.18 are essentially equivalent.

4. The argument for the crucial Lemma 3.9 essentially follows the proof of
Proposition 3 in [27] in the special case p = 3 which is needed here.

5. Provide a direct (and elementary) argument for the Perron–Frobenius theorem
as needed in the proof of Lemma 3.10 for symmetric matrices with the
additional information which is available in the proof (the existence of a positive
eigenvector with corresponding positive eigenvalue is already available).
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3.6 Steiner Symmetrization

The isoperimetric inequality for a convex body K ∈ Kn with nonempty interior (or
satisfying F(K) > 0) can be written in the form

V (K)n−1

F(K)n
≤ V (Bn)n−1

F(Bn)n

and expresses an extremal property of Euclidean balls. Euclidean balls are dis-
tinguished by their perfect symmetry. For instance, if Bn is a Euclidean ball and
u ∈ S

n−1 is a unit vector, then there is a hyperplane H orthogonal to u such that
all secants of Bn with direction u have their midpoints in H , in other words, Bn is
symmetric with respect to H .

There is a simple procedure which transforms a given convex body K into a
convex body K1 := SH1(K) which is symmetric with respect to a hyperplane H1.
Clearly, SH1(K) need not be a ball after just one symmetrization step. Therefore the
symmetrization is now repeated with respect to another hyperplane H2. This leads
to a convex body K2 := SH2(SH1(K)). After m steps, we finally arrive at a convex
body Km. In general, K2 will no longer be symmetric with respect to H1 and Km

will not be a ball. Still, we shall see that there is a sequence (Ki)i∈N of convex
bodies converging to a ball and such that each Ki is obtained from K by successive
symmetrization. Since this type of symmetrization does not change the volume of a
convex body, that is, V (SH (K)) = V (K), and since it does not increase the surface
area, that is, F(SH (K)) ≤ F(K), we finally obtain

V (K)n−1

F(K)n
≤ V (K1)

n−1

F(K1)n
≤ · · · ≤ V (Ki)

n−1

F(Ki)n
→ V (Bn)n−1

F(Bn)n
as i → ∞.

A refinement of the argument also yields the uniqueness assertion.
In the following, we shall provide an introduction to what is called Steiner

symmetrization and establish some of its basic properties. As applications, we shall
derive some geometric inequalities. Although Steiner symmetrization can be applied
to compact sets in general, in the following we consider only the case of convex
bodies.

We start with an intuitive description. Let H be a hyperplane and K a convex
body in R

n. Let G be a line orthogonal to H intersecting K in a segment S. Then
S is translated within G to S so that the midpoint of S is in H . The union of all
segments S, which are obtained in this way, yields a new set SH (K) ∈ Kn. The map
SH : Kn → Kn is called Steiner symmetrization with respect to the hyperplane H .

In a more formal way, this can be expressed as follows. Let H ⊂ R
n be a

hyperplane, which is fixed for the moment. Let u ∈ S
n−1 be a unit vector orthogonal

to H (which is uniquely determined up to the orientation). Then each point x ∈ R
n
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has a unique representation

x = x0 + z u, x0 ∈ H, z ∈ R.

Since u and H are fixed for the moment, the dependence on u and H is not indicated
in the notation. Thus we simply write

Gx := {x + λu : λ ∈ R}

for the line through x orthogonal to H . Let K|H be the orthogonal projection of K

to H , that is,

K|H = {x ∈ H : Gx ∩ K �= ∅}.

For x ∈ K|H , the intersection Gx ∩ K is a (possibly degenerate) segment of the
form

Gx ∩ K = {x + z u : z(x) ≤ z ≤ z(x)}.

Thus, two functions z : K|H → R and z : K|H → R are implicitly defined.
Explicitly, they are given by

z(x) = min{z ∈ R : x + zu ∈ K} and z(x) = max{z ∈ R : x + zu ∈ K}.

Clearly, z is convex and z is concave, and hence z and z are continuous on
relint(K|H). However, for n ≥ 3 these functions need not be continuous on K|H ,
as the example K = conv([−e3, e3] ∪ B) with B = e1 + B3 ∩ lin{e1, e2} ⊂ R

3 and
H = e⊥

3 shows. Still, z is lower semi-continuous and z is upper semi-continuous.
The former means that for x ∈ K|H and ε > 0, there is a neighbourhood U of x

such that

z(y) ≥ z(x) − ε for y ∈ U ∩ (K|H).

To verify this, we assume that this is not the case. Then there is some ε > 0 and
there is some x ∈ K|H such that there is a sequence (yi)i∈N in K|H satisfying
yi → x and z(yi) < z(x) − ε. We may assume (passing to a subsequence) that
z(yi) → a ∈ R, hence a ≤ z(x) − ε. Then K - yi + z(yi)u → x + au, and
hence x + au ∈ K , and therefore z(x) ≤ a ≤ z(x) − ε, a contradiction. The upper
semi-continuity of z can be proved in the same way.

The difference z(x) − z(x) equals λ1(Gx ∩ K). For x ∈ K|H , we put

s(x) :=
{

x + zu : −1

2
(z(x) − z(x)) ≤ z ≤ 1

2
(z(x) − z(x))

}
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and then define

SH (K) :=
⋃

x∈K |H
s(x).

Clearly, the definition is independent of the orientation of u ⊥ H . In the following
lemma, we collect some basic properties of SH (K).

Lemma 3.11 If K ∈ Kn and H = is a hyperplane, then

(a) SH (K) ∈ Kn,
(b) V (SH (K)) = V (K), and
(c) SH (K) is symmetric with respect to H .

Proof The symmetry assertion is clear by definition, and the volume does not
change by Fubini’s theorem. Furthermore, SH (K) is convex, since z − z is concave
and bounded. It remains to be shown that SH (K) is closed. Let (yi)i∈N ⊂ SH (K)

with yi → y as i → ∞. There are xi ∈ K|H and zi ∈ R, i ∈ N, such that
yi = xi + ziu. Let x0 ∈ H be an arbitrary fixed point. Since zi = 〈yi − x0, u〉 →
〈y − x0, u〉 =: z, we get xi = yi − ziu → y − zu =: x ∈ H , that is, y = x + zu.
Since xi ∈ K|H and K|H is closed, we have x ∈ K|H . Furthermore,

2|zi | ≤ z(xi) − z(xi),

hence

2|z| = lim
i→∞ 2|zi | ≤ lim sup

i→∞
z(xi) − lim inf

i→∞ z(xi) ≤ z(x) − z(x),

which shows that y = x + zu ∈ SH (K). ��
Definition 3.8 For K ∈ Kn and a hyperplane H ⊂ R

n, the convex body SH (K)

is called the Steiner symmetral of K with respect to H . The map SH : Kn → Kn,
K �→ SH (K), is called Steiner symmetrization.

The map SH : Kn → Kn is not continuous in general (see the exercises).
However, the following weaker property is true. In the proof, we write σH : Rn →
R

n for the orthogonal reflection at H .

Lemma 3.12 Let (Kj )j∈N be a sequence in Kn with Kj → K and such that
SH (Kj ) → K̃ as j → ∞. Then K̃ ⊂ SH (K).

Proof Let x ∈ K̃ . There are xj ∈ SH (Kj ) with xj → x as j → ∞. This implies
that there are y

j
, yj ∈ Gxj ∩ Kj such that

‖xj − σH (xj )‖ ≤ ‖yj − y
j
‖.
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Passing to a subsequence, we can assume that y
j

→ y and yj → y as j → ∞.

Then y, y ∈ Gx ∩ K and

‖x − σH (x)‖ ≤ ‖y − y‖,

which shows that x ∈ SH (K). ��
Let H1, . . . , Hk be hyperplanes passing through the origin. Then the composition

map SHm ◦· · ·◦SH1 is referred to as a repeated (or iterated) Steiner symmetrization.
For K ∈ Kn, let S (K) denote the set of all convex bodies obtained from K by
repeated Steiner symmetrization.

Theorem 3.19 For K ∈ Kn, there is a sequence in S (K) converging to a ball.

Proof Let

R(L) := min{r ≥ 0 : L ⊂ rBn}, L ∈ Kn,

and

R0 := inf{R(K ′) : K ′ ∈ S (K)}.

Since S (K) is bounded, it follows from Blaschke’s selection theorem that there is
a sequence (Kj )j∈N in S (K) with

lim
j→∞ R(Kj ) = R0, Kj → K0 ∈ Kn.

Since R is continuous, we have R0 = R(K0). Assume K0 is not the ball B0 centered
at 0 of radius R0. Then there is a point z ∈ bd(B0)\K0. Hence there is a ball C with
center z and C ∩ K0 = ∅. For any hyperplane H through 0,

bd B0 ∩ C ∩ SH (K0) = ∅ = bd B0 ∩ σH (C) ∩ SH (K0).

Let C1, . . . , Cm be balls congruent to C with centers in bd B0 which cover bd B0.
Let Hi be a hyperplane through 0 with respect to which C and Ci are symmetric.
Then

bd B0 ∩ C ∩ SH1(K0) = ∅ = bd B0 ∩ C1 ∩ SH1(K0).

Then also

bd B0 ∩ C ∩ SH2 ◦ SH1(K0) = ∅ = bd B0 ∩ C1 ∩ SH2 ◦ SH1(K0)

= bd B0 ∩ σH2(C)
︸ ︷︷ ︸

=C2

∩SH2 ◦ SH1(K0).
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For S∗ := SHm ◦ · · · ◦ SH1 , iteration yields

bd B0 ∩ Ci ∩ S∗(K0) = ∅ for i = 1, . . . ,m,

that is,

bd B0 ∩ S∗(K0) = ∅,

since C1 ∪· · ·∪Cm ⊃ bd B0. Since S∗(K0) is compact, it follows that R(S∗(K0)) <

R0. We can assume that SHr ◦ · · · ◦ SH1(Kj ) → K̃r for r = 1, . . . ,m. Then we
deduce from Lemma 3.12 that

SH1(Kj ) → K̃1 ⇒ K̃1 ⊂ SH1(K0)

SH2 ◦ SH1(Kj )
︸ ︷︷ ︸
=SH2 (SH1 (Kj ))

→ K̃2 ⇒ K̃2 ⊂ SH2(K̃1) ⊂ SH2 ◦ SH1(K0)

...

SHm ◦ · · · ◦ SH1(Kj )
︸ ︷︷ ︸

=SHm(SHm−1◦···◦SH1 (Kj ))

→ K̃m ⇒ K̃m ⊂ SHm(K̃m−1)

and

SHm(K̃m−1) ⊂ SHm(SHm−1 ◦ · · · ◦ SH1(K0)) = S∗(K0).

Thus we get R(K̃m) ≤ R(S∗(K0)) < R0. Since R is continuous and since we have
SHm ◦· · ·◦SH1(Kj ) → K̃m, we have R(SHm ◦· · ·◦SH1(Kj )) < R0 if j is sufficiently
large. This is a contradiction, since SHm ◦ · · · ◦ SH1(Kj ) ∈ S (K), which proves the
theorem. ��

Before continuing with some examples of typical applications of Steiner sym-
metrization, we will collect some of its further useful properties. The obvious
properties (a) and (b) have already been used in the preceding argument.

Lemma 3.13 Let K,L ∈ Kn and let H be a hyperplane. Then the following
assertions hold.

(a) If K ⊂ L, then SH (K) ⊂ SH (L).
(b) SH (SH (K)) = SH (K).
(c) diam(SH (K)) ≤ diam(K).
(d) If 0 ∈ H and λ ∈ R, then SH (λK) = λSH (K).
(e) If 0 ∈ H , then SH (K) + SH (L) ⊂ SH (K + L).
(f) F(SH (K)) ≤ SH (K).
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Proof The assertions (a), (b), (d) are easy to see.
(c) Let yi = xi +ziu ∈ SH (K) for i = 1, 2. Then y

i
= xi +z

i
u and yi = xi +ziu

satisfy zi −z
i
≥ 2|zi | for i = 1, 2. Then, we get ‖y2−y1‖2 = ‖x2−x1‖2+(z2−z1)

2

and

‖y2 − y
1
‖2 = ‖x2 − x1‖2 + (z2 − z1)

2, ‖y1 − y
2
‖2 = ‖x2 − x1‖2 + (z1 − z2)

2.

Since

(z2 − z1)
2 ≤ |z1| + |z2| ≤ 1

2
(z1 − z1) + 1

2
(z2 − z2) ≤ 1

2
|z2 − z1| + 1

2
|z1 − z2|

≤ max{|z2 − z1|, |z1 − z2|},

we get

‖y2 − y1‖ ≤ max{‖y2 − y
1
‖, ‖y1 − y

2
‖}.

Hence, it follows that diam(SH (K)) ≤ diam(K).
(e) Let H = H(u, 0) with u ∈ S

n−1. We have to show that if y1 ∈ SH (K) and
y2 ∈ SH (L), then y1 + y2 ∈ SH (K + L). We have yi = xi + ziu with |z1| ≤
1
2λ1(Gx1 ∩K) and |z2| ≤ 1

2λ1(Gx2 ∩L). Since (Gx1 ∩K)+ (Gx2 ∩L) ⊂ Gx1+x2 ∩
(K + L), we obtain

|z1 + z2| ≤ |z1| + |z2| ≤ 1

2
(λ1(Gx1 ∩ K) + λ1(Gx2 ∩ L))

= 1

2
λ1((Gx1 ∩ K) + (Gx2 ∩ L)) ≤ 1

2
λ1(Gx1+x2 ∩ (K + L)),

which yields the assertion.
(f) Using (e), we get

F(SH (K)) = lim
t↓0

1

t
(V (SH (K) + tBn) − V (SH (K)))

= lim
t↓0

1

t
(V (SH (K) + SH (tBn)) − V (SH (K)))

≤ lim
t↓0

1

t
(V (SH (K + tBn)) − V (SH (K)))

= lim
t↓0

1

t
(V K + tBn) − V (K)) = F(K),

as asserted. ��
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Recall that Kn
0 denotes the set of convex bodies having nonempty interiors.

Example 3.2 (Isoperimetric Inequality) Let K ∈ Kn
0 . Then the isoperimetric

inequality is obtained as described before. The crucial fact that surface area does not
increase under Steiner symmetrization is established in Lemma 3.13 (f). However,
note that the sequence Km → rBn, where Km is an iterated Steiner symmetral of
K , need not be of the form

Km = SHm ◦ · · · ◦ SH1(K)

for a single sequence H1,H2, . . . of hyperplanes through 0. (Although it can be
shown that such a single sequence does indeed exist.) The argument shows that the
isoperimetric problem has a solution (in the class of convex bodies) and the balls
are extremal bodies, but it does not imply that balls are the unique maximizers.

Example 3.3 (Brunn–Minkowski Inequality) Let K,L ∈ Kn. By Lemma 3.13 (e)
we get

V (K + L) = V (SH (K + L)) ≥ V (SH (K) + SH (L)). (3.31)

Choose a sequence Ki → r(K)Bn of iterated symmetrals of K . Then V (K) =
V (Ki) = V (r(K)Bn). Passing to a subsequence we can also assume that the
corresponding sequence of iterated symmetrals Li of L converges, say to L̃ ∈ Kn.
Then V (L) = V (Li) = V (L̃). Hence we get from (3.31)

V (K + L) ≥ V (Ki + Li) → V (r(K)Bn + L̃).

Now we choose a sequence of Steiner symmetrals L̃i of L̃ with L̃i → r(L)Bn and
clearly V (L̃i) = V (L̃) = V (L) = V (r(L)Bn). Hence

V (r(K)Bn + L̃) = V (SH (r(K)Bn + L̃)) ≥ V (SH (r(K)Bn)) + SH (L̃)

= V (r(K)Bn + L̃1) ≥ · · · ≥ V (r(K)Bn + L̃i )

→ V (r(K)Bn + r(L)Bn).

This finally yields that

V (K + L)
1
n ≥ (r(K) + r(L))V (Bn)

1
n

= V (r(K)Bn)
1
n + V (r(L)Bn)

1
n

= V (K)
1
n + V (L)

1
n .
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Example 3.4 (Isodiametric Inequality) By similar arguments as above and using
Lemma 3.13 (c), we deduce that

V (K)

(diam(K))n
≤ V (SH (K))

(diam(SH (K)))n
≤ . . .

· · · ≤ V (Ki)

(diam(Ki))n
→ V (r(K)Bn)

(diam(r(K)Bn))n
= V (Bn)

(diam(Bn))
,

and therefore

V (K)

(diam(K))n
≤ κn

2n
.

Although it is appealing that a single method (the Steiner symmetrization)
is successful in these three examples, this is not surprising in view of the fact
that the isoperimetric inequality and the isodiametric inequality both follow from
Minkowski’s inequality, which in turn is a consequence (in fact, it is equivalent
in our setting) to the Brunn–Minkowski inequality. The following application of
Steiner symmetrization is even more convincing, since the inequality is new for us
and symmetrization is indeed a highly efficient tool for establishing it.

Definition 3.9 A real-valued functional f : Kn
0 → R is called affine invariant if

f (αK) = f (K) for K ∈ Kn and all affinities (regular affine transformations)
α : Rn → R

n.

Theorem 3.20 Let f : Kn
0 → R be continuous and affine invariant. Then f has a

maximum and a minimum.

Proof See Exercise 3.2.5. ��
Let Kn

c denote the set of all centrally symmetric convex bodies with center at the
origin, that is,

Kn
c := {K ∈ Kn

0 : K = −K}.

The volume product of K ∈ Kn
c is defined by

vp(K) := Vn(K)Vn(K
◦),

where K◦ = {x ∈ R
n : 〈x, z〉 ≤ 1 for z ∈ K} is the polar body of K (recall

Exercises 1.1.14 and 2.3.2). For a regular linear map α ∈ GL(n) and K ∈ Kn
c , we
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have (αK)◦ = α−�(K◦), where α−� is the inverse of the adjoint map of α. Thus it
follows that

vp(αK) = V (αK)V ((αK)◦) = | det α|V (K) · Vn(α
−�(K◦))

= | det α|V (K)
1

| det α|V (K◦) = V (K)V (K◦)

= vp(K).

The map K �→ vp(K) is continuous on Kn
c . In the following theorem, the maximum

of vp is determined. The inequality thus obtained is known as the Blaschke–Santaló
inequality (for centrally symmetric convex bodies). There is also a version of this
inequality for not necessarily centrally symmetric bodies. The determination of the
minimum is a notoriously difficult open problem (also in the nonsymmetric case)
known as K. Mahler’s problem (conjecture). It is conjectured that the minimum is
attained for the cube (and the cross-polytope), but not only for these.

Theorem 3.21 (Blaschke–Santaló Inequality) If K ∈ Kn
c is an origin-centred

convex body, then vp(K) ≤ vp(Bn).

Proof Let H = H(u, 0) be a hyperplane with u ∈ S
n−1. We show that V (K◦) ≤

V (SH (K)◦). Once this is shown, it follows that vp(K) ≤ vp(SH (K)). Choosing a
sequence (Kj ) ⊂ S (K) with Kj → r(K)Bn, the assertion follows.

Each x ∈ R
n can be written in the form x = y + tu with y ∈ H and t ∈ R, in

which case we write x = (y, t). Then

(y, s) ∈ SH (K) ⇐⇒ s = s1 − s2

2
for some (y, s1), (y, s2) ∈ K.

Therefore, we have

(z, t) ∈ SH (K)◦ ⇐⇒ 〈(z, t), (y, s)〉 ≤ 1 for (y, s) ∈ SH (K)

⇐⇒ 〈z, y〉 + ts ≤ 1 for (y, sj ) ∈ K, s = s1 − s2

2
, j = 1, 2,

⇐⇒ 〈z, y〉 + t
s1 − s2

2
≤ 1 for (y, sj ) ∈ K, j = 1, 2.

For E ⊂ R
n and t ∈ R, we define the t-section of E as the subset of H which is

given by Et := {y ∈ H : (y, t) ∈ E}. Then K◦ = −K◦ implies that −(K◦)t =
(K◦)−t . Next we show that

1

2
(K◦)t + 1

2
(−(K◦)t ) ⊂ (SH (K)◦)t .
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To verify this, first observe that

z ∈ 1

2
(K◦)t + 1

2
(−(K◦)t ) = 1

2
(K0)t + 1

2
(K0)−t

can be written in the form z = 1
2p + 1

2q with p ∈ (K0)t , q ∈ (K0)−t . Thus,

〈z, y〉 + t
s1 − s2

2
=

〈
p + q

2
, y

〉

+ t
s1 − s2

2

= 1

2
(〈p, y〉 + ts1) + 1

2
(〈q, y〉 + (−t)s2)

= 1

2
〈(p, t), (y, s1)〉 + 1

2
〈(q,−t), (y, s2)〉 ≤ 1

since (p, t) ∈ K◦, (y, s1) ∈ K and (q,−t) ∈ K◦, (y, s2) ∈ K , respectively. This
shows that (z, t) ∈ SH (K)◦, that is, z ∈ (SH (K)◦)t .

By the Brunn–Minkowski inequality, we then obtain

Vn−1 ((K◦)t ) ≤ Vn−1

(
1

2
(K◦)t + 1

2
(−(K◦)t ))

)

≤ Vn−1 ((SH (K)◦)t ) .

Integration with respect to t ∈ R and Fubini’s theorem yield

Vn(K
◦) ≤ Vn(SH (K)◦),

as requested. ��

Exercises and Supplements for Sect. 3.6

1. Show by an example that the Steiner symmetrization is not a continuous
transformation in general.

2. Let Ki,K ∈ Kn, i ∈ N, with int K �= ∅. Let H be a hyperplane. Show that
Ki → K as i → ∞ implies that SH (Ki) → SH (K).

3. Hints to the literature: Classical textbooks dealing with various aspects of
convexity are [11, 15, 18, 25, 30, 32, 42, 50, 57, 64, 92]. More recent expositions
are provided in [10, 24, 38, 58, 59, 81, 88, 91, 93]. For connections to algebraic
aspects of convexity, including algebraic geometry, see [31, 49].



Chapter 4
From Area Measures to Valuations

In Chap. 3, we studied the mixed volume as a real-valued functional on n-tuples
of convex bodies in R

n. Already the recursive definition of the mixed volume of
polytopes P1, . . . , Pn involves the support function of one of the bodies, say Pn,
and mixed functionals of the facets with the same exterior unit normal vector of the
remaining bodies P1, . . . , Pn−1. This defining relation will lead to a fundamental
and general relation between the mixed volume of convex bodies K1, . . . ,Kn, the
support function of one of the bodies, say Kn, and (what we shall call) the mixed
area measure of the remaining convex bodies K1, . . . ,Kn−1. Specializing these
mixed area measures, we shall obtain the area measures Sj (K, ·), j ∈ {0, . . . , n−1},
of a single convex body K .

The area measures can also be introduced independently as coefficients of a local
Steiner formula. This leads to explicit integral representations of these measures
as integrals of elementary symmetric functions of principal radii of curvature.
A particular role is played by the top order measure Sn−1(K, ·), which is just
the (n − 1)-dimensional Hausdorff measure of the set of all boundary points of
K having an exterior unit normal in a given Borel subset of the unit sphere.
Minkowski’s existence and uniqueness theorem provides a deep and extremely
useful characterization of top order area measures. The top order area measure of a
convex body K can also be used to provide an analytic expression for the volume
of the projection of K to a subspace orthogonal to a given direction u ∈ S

n−1. The
function which assigns to a given direction the projection volume of a given convex
body turns out to be the support function of a convex body ΠK . The class of convex
bodies thus obtained are precisely the zonoids, which show up in various contexts
and are explored in the current chapter as well.

Finally, we close this chapter with an introductory study of valuations. In fact,
most of the functionals (such as the intrinsic volumes or the support function) we
have seen so far enjoy an important finite additivity property, which is the defining
property of a valuation. We have also seen the diameter, which does not enjoy
the additivity property. A particular highlight in the context of valuation theory is
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Hadwiger’s characterization theorem. Applications of this fundamental result to the
proof of integral-geometric formulas will be given in the following chapter.

4.1 Mixed Area Measures

In Sect. 3.3, we have shown that for polytopes P1, . . . , Pn ∈ Pn the mixed volume
satisfies the formula

V (P1, . . . , Pn−1, Pn) = 1

n

∑

u∈Sn−1

hPn(u)v(P1(u), . . . , Pn−1(u)).

On the right-hand side, the summation extends over all unit vectors u for which
v(P1(u), . . . , Pn−1(u)) > 0 or, alternatively, over all facet normals of the polytope
P1+· · ·+Pn−1. In any case, the summation is independent of Pn. By approximation
and using the continuity of mixed volumes and support functions, we therefore get
the same formula for an arbitrary convex body Kn ∈ Kn, that is,

V (P1, . . . , Pn−1,Kn) = 1

n

∑

u∈Sn−1

hKn(u)v(P1(u), . . . , Pn−1(u)). (4.1)

We define

S(P1, . . . , Pn−1, ·) :=
∑

u∈Sn−1

v(P1(u), . . . , Pn−1(u)) δu, (4.2)

where δu denotes the Dirac measure with unit point mass in u ∈ S
n−1, that is,

δu(A) :=
{

1, if u ∈ A,

0, if u /∈ A,

for Borel sets A ⊂ S
n−1. Then, S(P1, . . . , Pn−1, ·) is a finite Borel measure on the

unit sphere S
n−1, which is called the mixed surface area measure or simply mixed

area measure of the polytopes P1, . . . , Pn−1. Equation (4.1) is then equivalent to

V (P1, . . . , Pn−1,Kn) = 1

n

∫

Sn−1
hKn(u) S(P1, . . . , Pn−1, du). (4.3)

Our next goal is to extend this integral representation to arbitrary convex bodies
K1, . . . ,Kn−1 and thus to define mixed (surface) area measures for general convex
bodies.

We first need an auxiliary result.
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Lemma 4.1 If K1, . . . ,Kn−1,Kn,K
′
n ∈ Kn are arbitrary convex bodies, then

|V (K1, . . . ,Kn−1,Kn) − V (K1, . . . ,Kn−1,K
′
n)|

≤ ‖hKn − hK ′
n
‖V (K1, . . . ,Kn−1, B

n).

Proof First, let K1, . . . ,Kn−1 be polytopes. Since hBn ≡ 1 on S
n−1, we obtain

from (4.1) that

|V (K1, . . . ,Kn−1,Kn) − V (K1, . . . ,Kn−1,K
′
n)|

= 1

n

∣
∣
∣
∣
∣
∣

∑

u∈Sn−1

(hKn(u) − hK ′
n
(u))v(K1(u), . . . ,Kn−1(u))

∣
∣
∣
∣
∣
∣

≤ 1

n

∑

u∈Sn−1

|hKn(u) − hK ′
n
(u)|v(K1(u), . . . ,Kn−1(u))

≤ 1

n
sup

v∈Sn−1
|hKn(v) − hK ′

n
(v)|

∑

u∈Sn−1

v(K1(u), . . . ,Kn−1(u))

= 1

n
‖hKn − hK ′

n
‖

∑

u∈Sn−1

hBn(u)v(K1(u), . . . ,Kn−1(u))

= ‖hKn − hK ′
n
‖V (K1, . . . ,Kn−1, B

n).

By Theorem 3.9, which provides the continuity of the mixed volume, the inequality
extends to arbitrary convex bodies. ��

Now we can extend (4.3) to arbitrary convex bodies.

Theorem 4.1 For K1, . . . ,Kn−1 ∈ Kn, there exists a uniquely determined finite
Borel measure S(K1, . . . ,Kn−1, ·) on S

n−1 such that

V (K1, . . . ,Kn−1,K) = 1

n

∫

Sn−1
hK(u) S(K1, . . . ,Kn−1, du)

for K ∈ Kn.

Proof We consider the Banach space C(Sn−1) and the linear subspace C2(Sn−1)

of twice continuously differentiable functions. Here, a function f on S
n−1 is called

twice continuously differentiable if the homogeneous extension f̃ of f , which is
given by

f̃ (x) :=
⎧
⎨

⎩

‖x‖f
(

x
‖x‖

)
, x ∈ R

n \ {0},
0, x = 0,
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is twice continuously differentiable on R
n \ {0}. From analysis we use the fact that

the subspace C2(Sn−1) is dense in C(Sn−1), that is, for each f ∈ C(Sn−1) there is
a sequence of functions fi ∈ C2(Sn−1) with fi → f as i → ∞, in the maximum
norm (this can be proved either by a convolution argument or by using a result of
Stone–Weierstrass type; see Exercise 4.1.1).

Further, we consider the set Ln of all functions f ∈ C(Sn−1) which have a
representation f = hK − hK ′ with convex bodies K,K ′ ∈ Kn. Obviously, Ln is
also a linear subspace. Exercise 2.3.1 shows that C2(Sn−1) ⊂ Ln, therefore Ln is
dense in C(Sn−1).

We now define a functional TK1,...,Kn−1 on Ln by

TK1,...,Kn−1(f ) := nV (K1, . . . ,Kn−1,K) − nV (K1, . . . ,Kn−1,K
′),

where f = hK − hK ′ . This definition is actually independent of the particular
representation of f . Namely, if f = hK − hK ′ = hL − hL′ , then K + L′ = K ′ + L

and hence

V (K1, . . . ,Kn−1,K) + V (K1, . . . ,Kn−1, L
′)

= V (K1, . . . ,Kn−1,K
′) + V (K1, . . . ,Kn−1, L),

by the multilinearity of mixed volumes. This yields

nV (K1, . . . ,Kn−1,K) − nV (K1, . . . ,Kn−1,K
′)

= nV (K1, . . . ,Kn−1, L) − nV (K1, . . . ,Kn−1, L
′).

The argument just given also implies that TK1,...,Kn−1 is linear. Moreover, TK1,...,Kn−1

is a positive functional since f = hK − hK ′ ≥ 0 implies K ⊃ K ′. Hence

V (K1, . . . ,Kn−1,K) ≥ V (K1, . . . ,Kn−1,K
′)

and therefore TK1,...,Kn−1(f ) ≥ 0. Finally, TK1,...,Kn−1 is continuous (with respect to
the maximum norm), since Lemma 4.1 shows that

|TK1,...,Kn−1(f )| ≤ c(K1, . . . ,Kn−1)‖f ‖

with c(K1, . . . ,Kn−1) := nV (K1, . . . ,Kn−1, B
n).

Since Ln is dense in C(Sn−1), the inequality just proven (or alternatively, the
Hahn–Banach theorem) implies that there is a unique continuous extension of
TK1,...,Kn−1 to a positive linear functional on C(Sn−1) (see Exercise 4.1.2). To verify
that TK1,...,Kn−1 is indeed positive, let f ∈ C(Sn−1) be nonnegative. There is a
sequence fi = hKi − hLi ∈ Ln, i ∈ N, such that ‖fi − f ‖ ≤ 1/i for i ∈ N. Then
f̄i := fi + 1

i
≥ 0 and f̄i = hKi+ 1

i
Bn − hLi ∈ Ln. Moreover, ‖f̄i − f ‖ → 0 as

i → ∞. Thus we conclude that TK1,...,Kn−1(f ) = limi→∞ TK1,...,Kn−1(f̄i ) ≥ 0.
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The Riesz representation theorem (see [79, Theorem 2.14]) then shows that there
is a finite (nonnegative) Borel measure S(K1, . . . ,Kn−1, ·) on S

n−1 such that

TK1,...,Kn−1(f ) =
∫

Sn−1
f (u) S(K1, . . . ,Kn−1, du)

for f ∈ C(Sn−1). The existence assertion of the theorem now follows, if we put
f = hK .

For the uniqueness part, let K1, . . . ,Kn−1 ∈ Kn be given and let μ,μ′ be two
Borel measures on S

n−1, depending on K1, . . . ,Kn−1, such that

∫

Sn−1
hK(u) μ(du) =

∫

Sn−1
hK(u) μ′(du)

for K ∈ Kn. By linearity, we get

∫

Sn−1
f (u) μ(du) =

∫

Sn−1
f (u) μ′(du),

first for f ∈ Ln, and then for f ∈ C(Sn−1). The uniqueness assertion in the Riesz
representation theorem then implies that μ = μ′. ��
Definition 4.1 The measure S(K1, . . . ,Kn−1, ·) is called the mixed surface area
measure or simply mixed area measure of the bodies K1, . . . ,Kn−1. In particular,

Sj (K, ·) := S(K, . . . ,K
︸ ︷︷ ︸

j

, Bn, . . . , Bn

︸ ︷︷ ︸
n−1−j

, ·)

is called the j th order surface area measure or simply j th area measure of K for
j ∈ {0, . . . , n − 1}.
Remark 4.1 For polytopes K1, . . . ,Kn−1 ∈ Pn, the mixed area measure
S(K1, . . . ,Kn−1, ·) equals the measure defined in (4.2).

Remark 4.2 All area measures have centroid 0. In fact, since

V (K1, . . . ,Kn−1, {x}) = 0,

we have
∫

Sn−1
〈x, u〉 S(K1, . . . ,Kn−1, du) = 0

for x ∈ R
n. It is instructive to interpret this centredness condition for Sn−1(P, ·)

and, in particular, for n = 2.
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Remark 4.3 For the total mass of the mixed area measure, we get

S(K1, . . . ,Kn−1,S
n−1) = nV (K1, . . . ,Kn−1, B

n);

in particular,

Sj (K,Sn−1) = nV (K, . . . ,K
︸ ︷︷ ︸

j

, Bn, . . . , Bn

︸ ︷︷ ︸
n−j

)

= nκn−j
(
n
j

) Vj (K),

and

Sn−1(K,Sn−1) = 2Vn−1(K) = F(K),

which explains the name surface area measure.

Remark 4.4 For j ∈ {0, . . . , n − 1} and K ∈ Kn, the measure

S0(K, ·) = S(Bn, . . . , Bn, ·) = Sj (B
n, ·)

equals the spherical Lebesgue measure σ = Hn−1 on S
n−1. This follows from part

(d) of the following theorem. Hence we obtain the equation

V (K,Bn, . . . , Bn) = 1

n

∫

Sn−1
hK(u) σ(du),

which we used already at the end of Sect. 3.3.

Further properties of mixed area measures follow, if we combine Theorem 4.1
with Theorem 3.9. In order to formulate a continuity result, we make use of the
weak convergence of measures on S

n−1 (since S
n−1 is compact, weak and vague

convergence are the same). A sequence of finite Borel measures μi , i ∈ N, on S
n−1

is said to converge weakly to a finite Borel measure μ on S
n−1 if and only if

∫

Sn−1
f (u) μi(du) →

∫

Sn−1
f (u) μ(du) as i → ∞

for f ∈ C(Sn−1).

Theorem 4.2 The measure-valued mapping

S : (K1, . . . ,Kn−1) �→ S(K1, . . . ,Kn−1, ·)
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on (Kn)n−1 has the following properties:

(a) S is symmetric, that is,

S(K1, . . . ,Kn−1, ·) = S(Kπ(1), . . . ,Kπ(n−1), ·)
for K1, . . . ,Kn−1 ∈ Kn and permutations π of {1, . . . , n − 1}.

(b) S is multilinear, that is,

S(αK + βL,K2, . . . ,Kn−1, ·)
= αS(K,K2, . . . ,Kn−1, ·) + βS(L,K2, . . . ,Kn−1, ·)

for α, β ≥ 0 and K,L,K2, . . . ,Kn−1 ∈ Kn.
(c) S is translation invariant, that is,

S(K1 + x1, . . . ,Kn−1 + xn−1, ·) = S(K1, . . . ,Kn−1, ·)
for K1, . . . ,Kn−1 ∈ Kn and x1, . . . , xn−1 ∈ R

n.
(d) S is rotation-covariant, that is,

S(ϑK1, . . . , ϑKn−1, ϑA) = S(K1, . . . ,Kn−1, A)

for K1, . . . ,Kn−1 ∈ Kn, Borel sets A ⊂ S
n−1, and rotations ϑ ∈ O(n).

(e) S is continuous, that is,

S(K
(m)
1 , . . . ,K

(m)
n−1, ·) → S(K1, . . . ,Kn−1, ·)

weakly, as m → ∞, provided that K
(m)
i → Ki for i = 1, . . . , n − 1.

Proof (a)–(c) follow directly from the integral representation and the uniqueness
in Theorem 4.1 together with the corresponding properties of mixed volumes in
Theorem 3.9.

(d) If ρ ◦ μ denotes the image of a measure μ on S
n−1 under the rotation ρ, then

∫

Sn−1
hKn(u) [ϑ−1 ◦ S(ϑK1, . . . , ϑKn−1, ·)](du)

=
∫

Sn−1
hKn(ϑ

−1u) S(ϑK1, . . . , ϑKn−1, du)

=
∫

Sn−1
hϑKn(u) S(ϑK1, . . . , ϑKn−1, du)

= nV (ϑK1, . . . , ϑKn−1, ϑKn)

= nV (K1, . . . ,Kn−1,Kn)

=
∫

Sn−1
hKn(u) S(K1, . . . ,Kn−1, du),
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where Kn ∈ Kn is arbitrary. The assertion now follows from the uniqueness part of
Theorem 4.1.

(e) For ε > 0 and f ∈ C(Sn−1), choose K,L ∈ Kn with

‖f − (hK − hL)‖ ≤ ε.

Further, choose m0 ∈ N such that for m ≥ m0 we have K
(m)
i ⊂ Ki + Bn, for

i = 1, . . . , n − 1, and

|V (K
(m)
1 , . . . ,K

(m)
n−1,M) − V (K1, . . . ,Kn−1,M)| ≤ ε

for M ∈ {K,L} and m ≥ m0. Then, by the triangle inequality, we get

∣
∣
∣
∣

∫

Sn−1
f (u) S(K

(m)
1 , . . . ,K

(m)
n−1, du) −

∫

Sn−1
f (u) S(K1, . . . ,Kn−1, du)

∣
∣
∣
∣

≤
∣
∣
∣
∣

∫

Sn−1
(f − (hK − hL))(u) S(K

(m)
1 , . . . ,K

(m)
n−1, du)

∣
∣
∣
∣

+
∣
∣
∣
∣

∫

Sn−1
(hK − hL)(u) S(K

(m)
1 , . . . ,K

(m)
n−1, du)

−
∫

Sn−1
(hK − hL)(u) S(K1, . . . ,Kn−1, du)

∣
∣
∣
∣

+
∣
∣
∣
∣

∫

Sn−1
(f − (hK − hL))(u) S(K1, . . . ,Kn−1, du)

∣
∣
∣
∣

≤ ‖f − (hK − hL)‖nV (K1 + Bn, . . . ,Kn−1 + Bn,Bn)

+ n|V (K
(m)
1 , . . . ,K

(m)
n−1,K) − V (K1, . . . ,Kn−1,K)|

+ n|V (K
(m)
1 , . . . ,K

(m)
n−1, L) − V (K1, . . . ,Kn−1, L)|

+ ‖f − (hK − hL)‖nV (K1, . . . ,Kn−1, B
n)

≤ c(K1, . . . ,Kn−1)ε

for m ≥ m0. ��
Recall that Sn−1(K, ·) = S(K, . . . ,K, ·) for K ∈ Kn. Let K1, . . . ,Km ∈ Kn and

α1, . . . , αm ≥ 0. Then the multilinearity of mixed area measures and the invariance
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with respect to permutations of the bodies involved implies that

Sn−1(α1K1 + · · · + αmKm, ·)

=
m∑

i1=1

. . .

m∑

in−1=1

αi1 · · · αin−1S(Ki1 , . . . ,Kin−1 , ·) (4.4)

=
n−1∑

r1=0

. . .

n−1∑

rm=0

(
n − 1

r1, . . . , rm

)

α
r1
1 · · ·αrm

m S(K1[r1], . . . ,Km[rm], ·). (4.5)

Moreover, this formula can be inverted so that we obtain

S(K1, . . . ,Kn−1, ·)

= 1

(n − 1)!
n−1∑

k=1

(−1)n−1+k
∑

1≤r1<···<rk≤n−1

Sn−1(Kr1 + · · · + Krk , ·). (4.6)

As a special case of (4.5) and the preceding results, we summarize some of the
properties of area measures.

Corollary 4.1 For j = 0, . . . , n − 1, the mapping K �→ Sj (K, ·) on Kn is
translation invariant, rotation-covariant and continuous.

Moreover,

Sn−1(K + Bn(α), ·) =
n−1∑

j=0

αn−1−j

(
n − 1

j

)

Sj (K, ·)

for α ≥ 0 (local Steiner formula).

Proof We only have to prove the local Steiner formula. The latter follows from
Theorem 4.2 (a) and (b). ��

Exercises and Supplements for Sect. 4.1

1. State the Stone–Weierstrass approximation theorem and provide a reference.
Show that C2(Sn−1) is a dense subset of C(Sn−1) with respect to the maximum
norm.

2. Prove that TK1,...,Kn−1 can be continuously extended as a linear functional from
Ln to C(Sn−1).

3. State the Riesz representation theorem in a form which is suitable for the
application in the proof of Theorem 4.1.
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4. Let K,M,L ∈ Kn be such that K = M + L. Show that

Sj (M, ·) =
j∑

i=0

(−1)j−i

(
j

i

)

S(K, . . . ,K
︸ ︷︷ ︸

i

, L, . . . , L
︸ ︷︷ ︸

j−i

, Bn, . . . , Bn

︸ ︷︷ ︸
n−1−j

, ·),

for j = 0, . . . , n − 1.

5. Prove the inversion formula (polarization formula) (4.6) for the mixed area
measures.

6. Let K ∈ Kn, α ≥ 0, and let r ∈ {0, . . . , n − 1}. Then

Sr (K + Bn(α), ·) =
r∑

l=0

αr

(
n

l

)

Sr−l (K, ·).

4.2 An Existence and Uniqueness Result

The interpretation of the surface area measure Sn−1(P, ·) for a convex polytope P ⊂
R

n is quite simple. For a Borel set A ⊂ S
n−1, the value of Sn−1(P,A) gives the total

surface area of the set of all boundary points of P which have an outer normal in A

(since this set is a union of facets, the surface area is defined). In an appropriate way
(and using approximation by polytopes), this interpretation carries over to arbitrary
bodies K . It states that Sn−1(K,A) measures the total surface area of the set of
all boundary points of K which have an outer normal in A. Furthermore, we have
Sn−1(K, ·) = 0 if and only if dim K ≤ n−2, and Sn−1(K, ·) = Vn−1(K)(δu + δ−u),
if dim K = n − 1 and K is contained in an affine subspace parallel to u⊥, for some
u ∈ S

n−1.
Now we investigate to what extent a convex body K ⊂ R

n is determined by its
top order area measure Sn−1(K, ·). The following result provides a strong positive
answer to the corresponding uniqueness problem.

Theorem 4.3 Let K,L ∈ Kn with dim K = dim L = n. Then

Sn−1(K, ·) = Sn−1(L, ·)

if and only if K and L are translates.

Proof If K,L are translates of each other, the equality of the area measures follows
from Corollary 4.1.
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Assume now Sn−1(K, ·) = Sn−1(L, ·). Then Theorem 4.1 implies that

V (K, . . . ,K,L) = 1

n

∫

Sn−1
hL(u) Sn−1(K, du)

= 1

n

∫

Sn−1
hL(u) Sn−1(L, du)

= V (L).

In the same way, we obtain V (L, . . . , L,K) = V (K). The Minkowski inequality
(Theorem 3.14) therefore yields that

V (L)n ≥ V (K)n−1V (L)

and

V (K)n ≥ V (L)n−1V (K),

which implies that V (K) = V (L). But then we have equality in both inequalities,
and hence K and L are homothetic. Since K and L have the same volume, they
must be translates of each other. ��

More generally, a corresponding uniqueness result holds for the j th order area
measure, for j ∈ {1, . . . , n−1}, if the underlying convex body has dimension at least
j + 1 (and for j = 1 even without a dimensional restriction). The proof is based
on a deep generalization of the Minkowski inequalities (the Alexandrov–Fenchel
inequality) and a successive reduction to a situation where spherical harmonics can
be used (as in the case j = 1).

Theorem 4.3 can be applied to express certain properties of convex bodies in
terms of their area measures. We mention only one application of this type, other
results can be found in the exercises. We recall that a convex body K ∈ Kn is
centrally symmetric if there is a point x ∈ R

n such that K − x = −(K − x).
The uniquely determined point x is contained in K and is called the center of
symmetry of K . Also, a Borel measure μ on S

n−1 is called even if μ is invariant
under reflection, that is, μ(A) = μ(−A) for all Borel sets A ⊂ S

n−1.

Corollary 4.2 Let K ∈ Kn with dim K = n. Then, K is centrally symmetric if and
only if Sn−1(K, ·) is an even measure.

Proof If Sn−1(K, ·) is an even measure, then Sn−1(K,B) = Sn−1(K,−B) =
Sn−1(−K,B) for all Borel sets B ⊂ S

n−1. Then K and −K are translates of each
other. Hence there is some t ∈ R

n such that K = −K + t . This shows that c = t/2.
If K −x = −(K −x), for some x ∈ R

n, then Sn−1(K −x, ·) = Sn−1(−K +x, ·).
By the translation invariance of the area measures, we obtain that Sn−1(K, ·) =
Sn−1(−K, ·). ��
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In the following, we explore which measures μ on S
n−1 arise as area measures

Sn−1(K, ·) of convex bodies K ⊂ R
n. This topic is well known as Minkowski’s

existence problem. A necessary condition is

∫

Sn−1
u μ(du) = 0.

In this case, we say that μ is centred or that μ has centroid 0.
Another condition arises from a dimensional restriction. Namely, if dim K ≤

n − 2, then Sn−1(K, ·) = 0, whereas for dim K = n − 1, K ⊂ u⊥ with u ∈ S
n−1,

we have Sn−1(K, ·) = Vn−1(K)(δu + δ−u) (both results follow from Theorem 4.1).
Therefore, we now concentrate on bodies K ∈ Kn with dim K = n.

A finite Borel measure μ on the unit sphere S
n−1 is said to be n-dimensional if

μ(Sn−1 \ E) > 0 for all (n − 1)-dimensional linear subspaces E in R
n. In this case,

we write dim(μ) = n. This condition is equivalent to

∫

Sn−1
|〈x, u〉| μ(du) > 0

for x ∈ R
n \ {0}. Moreover, if μ is centred, then

∫

Sn−1
|〈x, u〉| μ(du) = 2

∫

Sn−1
〈x, u〉+ μ(du)

for x ∈ R
n, where t+ := max{t, 0} for t ∈ R.

With this terminology, a given convex body K ∈ Kn satisfies dim K = n if and
only if dim Sn−1(K, ·) = n. In fact, dim K = n holds if and only if

V (K[n − 1], [−x, x]) > 0 for x ∈ R
n \ {0},

and by Theorem 4.1 it follows that this is true if and only if

∫

Sn−1
|〈x, u〉| Sn−1(K, du) > 0 for x ∈ R

n \ {0},

that is dim Sn−1(K, ·) = n.
As we shall show now, these two conditions (the centredness condition and the

dimensional condition) characterize area measures of order n − 1. We first consider
the case of polytopes and discrete measures which admits an elementary approach.
The general case will then be deduced by an approximation argument. Observe that
if P ⊂ R

n is a polytope, then it follows from (4.2) in the special case P1 = · · · =
Pn−1 = P that

Sn−1(P, ·) =
k∑

i=1

Vn−1(P (ui)) δui ,
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where u1, . . . , uk ∈ S
n−1 are the exterior facet normals of the polytope P and

Vn−1(P (ui)) = v(P (ui )) is the (n − 1)-dimensional volume of P(ui ). Hence, the
area measure of a polytope is a discrete measure. The following theorem describes
precisely which discrete measures arise in this way.

Theorem 4.4 Let u1, . . . , uk ∈ S
n−1 be pairwise distinct unit vectors which span

R
n, and let v(1), . . . , v(k) > 0 be numbers such that

k∑

i=1

v(i)ui = 0.

Then there exists a polytope P ∈ Pn with dim P = n (uniquely determined up to a
translation) such that

Sn−1(P, ·) =
k∑

i=1

v(i) δui ,

that is, u1, . . . , uk are the facet normals of P and v(1), . . . , v(k) are the correspond-
ing facet contents.

Proof The uniqueness assertion follows from Theorem 4.3.
For the existence, we denote by R

k+ the set of all y = (y(1), . . . , y(k))� ∈ R
k

with y(i) ≥ 0 for i = 1, . . . , k. For y ∈ R
k+, let

P[y] :=
k⋂

i=1

H−(ui, y
(i)).

Since 0 ∈ P[y], this set is nonempty and polyhedral. Moreover, P[y] is bounded and
hence a convex polytope in R

n. To see this, we proceed by contradiction and assume
that αx ∈ P[y] for some x ∈ S

n−1 and all α ≥ 0, hence 〈x, ui〉 ≤ 0 for i = 1, . . . , k.
By the centredness condition,

k∑

i=1

v(i)〈x, ui〉 = 0

with v(i) > 0 and 〈x, ui〉 ≤ 0, and hence 〈x, u1〉 = · · · = 〈x, uk〉 = 0. But then
u1, . . . , uk do not span R

n, a contradiction.
We next show that the mapping y �→ P[y] is concave, that is,

γP[y] + (1 − γ )P[z] ⊂ P[γy+(1−γ )z] (4.7)
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for y, z ∈ R
k+ and γ ∈ [0, 1]. This follows since a point x ∈ γP[y] + (1 − γ )P[z]

satisfies x = γ a + (1 − γ )b with some a ∈ P[y], b ∈ P[z], and hence

〈x, ui〉 = γ 〈a, ui〉 + (1 − γ )〈b, ui〉 ≤ γy(i) + (1 − γ )z(i),

which shows that x ∈ P[γy+(1−γ )z].
Since the normal vectors ui of the halfspaces H−(ui, y

(i)) are fixed and only
their distances y(i) from the origin vary, the mapping y �→ P[y] is continuous with
respect to the Hausdorff metric (see Exercise 4.2.3). Therefore, y �→ V (P[y]) is
continuous, which implies that the set

M := {y ∈ R
k+ : V (P[y]) = 1}

is nonempty and closed (note that P[0] = {0} and rBn ⊂ P[y] if y(i) ≥ r for
i = 1, . . . , k). The linear function

ϕ := 1

n
〈·, v〉, v := (v(1), . . . , v(k))�,

is nonnegative on M (and continuous). Since v(i) > 0 for i = 1, . . . , k, there is
a vector y0 ∈ M such that ϕ(y0) =: α ≥ 0 is the minimum of ϕ on M. Since
y0 ∈ M implies that y

(i)
0 > 0 for some i ∈ {1, . . . , k}, we get α > 0.

We consider the polytope Q := P[y0]. Since V (Q) = 1, it follows that Q has
interior points. Moreover, we have 0 ∈ Q. We may assume that 0 ∈ int Q. To see
this, we argue as follows. If 0 ∈ bd Q, we can choose a translation vector t ∈ R

n

such that 0 ∈ int(Q + t). Then

Q + t =
k⋂

i=1

H−(ui, ỹ
(i)
0 )

with ỹ
(i)
0 := y

(i)
0 + 〈t, ui〉 for i = 1, . . . , k. In particular, Q + t = P[ỹ0]. Since

0 ∈ int(Q + t), we have ỹ
(i)
0 > 0. Moreover, V (Q + t) = V (Q) = 1 and

ϕ(ỹ0) = 1

n
〈y0, v〉 + 1

n

k∑

i=1

〈t, ui〉v(i) = ϕ(y0) + 1

n

〈

t,

k∑

i=1

v(i)ui

〉

= α.

Hence, we can assume that 0 ∈ int Q, which gives us y
(i)
0 > 0 for i = 1, . . . , k.
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We define a vector w = (w(1), . . . , w(k)), where w(i) := Vn−1(Q(ui)) is the
(n−1)-dimensional volume of the support set of Q in direction ui , for i = 1, . . . , k.
Then,

1

αn
〈y0, v〉 = 1

α
ϕ(y0) = 1 = V (Q) = 1

n

k∑

i=1

y
(i)
0 w(i) = 1

n
〈y0, w〉,

and hence,

〈y0, w〉 =
〈
y0, α

−1v
〉
= n.

Next, we define the hyperplanes

E := H(w, n) and F := H(α−1v, n)

in R
k . We want to show that E = F . First, note that y0 ∈ E ∩ F .

Since y0 has positive components, we can find a convex neighbourhood U of
y0 such that any y ∈ U has the following two properties. First, y(i) > 0 for i =
1, . . . , k, and second, every facet normal of Q = P[y0] is also a facet normal of P[y].
We now claim that V (P[y]) ≤ 1 for y ∈ F ∩ U . Aiming at a contradiction, assume
that V (P[y]) > 1 for some y ∈ F ∩ U . Then there exists 0 < β < 1 with

V (P[βy]) = βnV (P[y]) = 1.

Since y ∈ F ,

ϕ(βy) = 1

n
〈βy, v〉 = βα < α,

a contradiction, which proves the claim.
For ϑ ∈ [0, 1] and y, y0 ∈ F ∩ U , we also have ϑy + (1 − ϑ)y0 ∈ F ∩ U .

Therefore the volume inequality just proven applies and we get from (4.7)

V (ϑP[y] + (1 − ϑ)Q) ≤ V (P[ϑy+(1−ϑ)y0]) ≤ 1.

This yields

V (Q, . . . ,Q,P[y]) = 1

n
lim

ϑ→0+
V (ϑP[y] + (1 − ϑ)Q) − (1 − ϑ)n

ϑ

≤ 1

n
lim

ϑ→0+
1 − (1 − ϑ)n

ϑ
= 1.
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By our choice of U , each facet normal of Q is a facet normal of P[y] for y ∈ F ∩U ,
and thus we have hP[y](ui) = y(i) for all i for which w(i) > 0. Hence

1 ≥ V (Q, . . . ,Q,P[y]) = 1

n

k∑

i=1

hP[y](ui)w
(i) = 1

n
〈y,w〉,

for y ∈ F ∩ U . This shows that F ∩ U ⊂ E−. Since y0 ∈ E ∩ F , we conclude that
E = F . Hence w = 1

α
v, and thus the polytope P := n−1

√
α Q satisfies all assertions

of the theorem. ��
We now extend this result to arbitrary bodies K ∈ Kn. First, we provide an

approximation result.

Lemma 4.2 Let μ be a finite, n-dimensional, centred Borel measure on S
n−1. Then

there is a sequence μk, k ∈ N, of finite, discrete, n-dimensional, centred Borel
measures on S

n−1 such that μk → μ weakly as k → ∞ and
∫

Sn−1
〈v, u〉+ μk(du) →

∫

Sn−1
〈v, u〉+ μ(du),

uniformly in v ∈ S
n−1, as k → ∞.

Proof For x ∈ S
n−1 and k ∈ N, let Bk(x) ⊂ S

n−1 be a spherical cap with
centre x and height 1/(2k2). By elementary geometry it follows that the diameter
of Bk(x) is at most 2/k (with respect to the Euclidean metric of Rn). The sphere is
covered by finitely many such caps. From these caps we deduce a finite sequence
Bk,1, . . . , Bk,Nk of mutually disjoint Borel sets, each of which is contained in one
of the caps, which satisfy μ(Bk,i) > 0, and which are such that the union of these
Borel sets is Sn−1 up to a set of μ-measure zero. Then

ck,i := 1

μ(Bk,i)

∫

Bk,i

u μ(du)

satisfies

1 ≥ ‖ck,i‖ ≥ 1 − 1

2k2
> 0,

and therefore fk,iuk,i := ck,i with fk,i ∈ (0, 1] and uk,i ∈ S
n−1 are such that

1 ≥ fk,i ≥ 1 − 1

2k2 > 0.
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The finite, discrete Borel measure

μk :=
Nk∑

i=1

μ(Bk,i)fk,i δuk,i

is centered, since

∫

Sn−1
u μk(du) =

Nk∑

i=1

μ(Bk,i)fk,iuk,i =
Nk∑

i=1

μ(Bk,i)ck,i

=
Nk∑

i=1

∫

Bk,i

u μ(du) =
∫

Sn−1
u μ(du) = 0.

Next we show that μk converges weakly to μ as k → ∞. For this, let g ∈ C(Sn−1)

be given. Then

∫

Sn−1
g(u) μk(du) −

∫

Sn−1
g(u) μ(du)

=
Nk∑

i=1

[

μ(Bk,i)fk,ig(uk,i) −
∫

Bk,i

g(u) μ(du)

]

=
Nk∑

i=1

∫

Bk,i

(
fk,ig(uk,i) − g(u)

)
μ(du).

If k ≥ k0, then ‖uk,i − u‖ ≤ 2/k ≤ 2/k0 for u ∈ Bk,i . Since g is bounded and
uniformly continuous, for given ε > 0, we get

|g(uk,i) − g(u)| ≤ ε

2
and

1

2k2 |g(u)| ≤ ε

2

for u ∈ Bk,i and k ≥ k0 = k0(ε). Thus, for u ∈ Bk,i and k ≥ k0 = k0(ε), we obtain

|fk,ig(uk,i) − g(u)| = |fk,ig(uk,i ) − fk,ig(u)| + |fk,ig(u) − g(u)|
= |g(uk,i) − g(u)| + |1 − fk,i | |g(u)|
≤ ε/2 + ε/2 = ε.

Hence, for k ≥ k0 we conclude that

∣
∣
∣
∣

∫

Sn−1
g(u) μk(du) −

∫

Sn−1
g(u) μ(du)

∣
∣
∣
∣ ≤ εμ(Sn−1),

which yields the weak convergence μk → μ as k → ∞.
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To obtain the uniform convergence result, we argue similarly for gv(u) :=
〈v, u〉+, v, u ∈ S

n−1. Then |gv(u)| ≤ 1 and

|gv(uk,i) − gv(u)| = |〈v, uk,i〉+ − 〈v, u〉+| ≤ ‖uk,i − u‖ ≤ 2/k,

independently of v ∈ S
n−1. Now the argument can be completed as before.

This latter fact also implies that μk is n-dimensional if k is sufficiently large. In
fact, since μ is centred and n-dimensional, the map

v �→
∫

Sn−1
〈v, u〉+ μ(du), v ∈ S

n−1,

is positive. Since it is also continuous, there is a positive constant ρ0 > 0 such that

∫

Sn−1
〈v, u〉+ μ(du) ≥ ρ0

for v ∈ S
n−1. By uniform convergence, we obtain

∫

Sn−1
〈v, u〉+ μj(du) ≥ ρ1 > 0, (4.8)

for all v ∈ S
n−1 and some constant ρ1 > 0, if j ∈ N is large enough. This shows

that μk is n-dimensional if k is large enough. ��
Now we can deduce Theorem 4.5 from Theorem 4.4 via Lemma 4.2 and

Blaschke’s selection theorem.

Theorem 4.5 Let μ be a finite Borel measure on S
n−1 with centroid 0 and dim μ =

n. Then, there exists a (unique up to translation) convex body K ∈ Kn such that

Sn−1(K, ·) = μ.

Proof Again, we only need to show the existence of K .
Let μj , j ∈ N, be a sequence of approximating measures for μ, as provided by

Lemma 4.2. From Theorem 4.4, we then obtain polytopes Pj with 0 ∈ Pj and such
that

μj = Sn−1(Pj , ·), j ∈ N.

We show that the sequence (Pj )j∈N is uniformly bounded. First, F(Pj ) =
μj(S

n−1) → μ(Sn−1) as j → ∞ implies that

F(Pj ) ≤ c, j ∈ N,
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for some c > 0. The isoperimetric inequality shows that then

V (Pj ) ≤ C, j ∈ N,

with a constant C > 0. Now let x ∈ S
n−1 and α ≥ 0 be such that αx ∈ Pj , hence

[0, αx] ⊂ Pj . Since h[0,αx] = α〈x, ·〉+, we get

V (Pj ) = 1

n

∫

Sn−1
hPj (u) Sn−1(Pj , du)

≥ 1

n

∫

Sn−1
α〈x, u〉+ Sn−1(Pj , du)

= α

n

∫

Sn−1
〈x, u〉+ μj (du).

Since μ is centred and n-dimensional, by the uniform convergence result stated in
Lemma 4.2, and arguing as in the derivation of (4.8) we get

∫

Sn−1
〈x, u〉+ μj (du) ≥ ρ2

for all x ∈ S
n−1, j ∈ N and some constant ρ2 > 0. Hence,

ρ2
α

n
≤ V (Pj ) ≤ C,

which implies that α ≤ (nC)/ρ2. This shows that the sequence (Pj )j∈N is contained
in Bn(0, (nC)/ρ2).

By Blaschke’s selection theorem, we can choose a convergent subsequence
Pjr → K , r ∈ N, with K ∈ Kn. Then

Sn−1(Pjr , ·) → Sn−1(K, ·),

but also

Sn−1(Pjr , ·) → μ.

Therefore, we obtain Sn−1(K, ·) = μ. ��
We conclude this section by establishing a sharp upper bound for the mixed

volume V (K,M[n − 1]). To prepare this, we first derive an inequality between
circumradius and mean width (the first intrinsic volume) of a convex body. The
proof is a revision of an argument due to J. Linhart [62].
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Theorem 4.6 Let K ∈ Kn with diam(K) > 0, and let R(K) denote the
circumradius of K . Then V1K) ≥ 2R(K), with equality if and only if K is a
segment.

Proof By homogeneity and translation invariance, we can assume that R(K) = 1
and Bn is the circumball of K . If K is a nondegenerate segment, the assertion is
clear. Hence we can assume that dim(K) ≥ 2. By a separation argument and by
Carathéodory’s theorem, there is a k-simplex S ⊂ K which is inscribed to Bn and
such that 0 ∈ relint S. If k = 1, then S is a diameter and V1(S) = 2R(K). Since
K �= S, we have V1(K) > V1(S). Hence, we can assume that k ≥ 2. In this case,
we prove that V1(K) > 2.

Let x0, . . . , xk ∈ S
n−1 denote the vertices of S, and let Nj = N(S, xj )∩S

n−1 be
the normal cone at xj intersected with the unit sphere. We claim that Nj ⊂ x+

j :=
{z ∈ R

n : 〈z, xj 〉 ≥ 0}. To see this, suppose to the contrary that there is some
u ∈ S

n−1 such that 〈u, xi − xj 〉 ≤ 0 for i ∈ {1, . . . , k} and 〈u, xj 〉 < 0. But then
〈u, xi〉 ≤ 〈u, xj 〉 < 0, hence 0 /∈ relint S, a contradiction.

We write Dj := S
n−1 ∩ x+

j for j = 1, . . . , k. Then

∫

Sn−1
hK(u)Hn−1(du) =

k∑

j=0

∫

Nj

〈xj , u〉Hn−1(du),

and we assert that
∫

Nj

〈xj , u〉Hn−1(du) ≥ Hn−1(Nj )
1

Hn−1(Dj )

∫

Dj

〈xj , u〉Hn−1(du) (4.9)

= Hn−1(Nj )
2

nκn

κn−1

with equality if and only if Nj = Dj . Since dim S ≥ 2, the inequality is indeed
always strict.

Thus we obtain

∫

Sn−1
hK(u)Hn−1(du) ≥

k∑

j=0

∫

Nj

Hn−1(Nj )
2

nκn

κn−1 = 2κn−1,

where the inequality is strict, since K is not a segment.
This proves the assertion of the theorem.
It remains to establish (4.9).
Since Nj ⊂ x+

j , for each v ∈ S
n−1 ∩ x⊥

j there is a unique ϕ(v) ∈ [0, π/2]
such that cos(ϕ(v))xj + sin(ϕ(v))v ∈ bd Nj . Let ϕ′(v) ∈ (0, π/2) and h(s) :=
(sin s)n−2.
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Using that cos is strictly decreasing on [0, π/2], we obtain

(∫ π/2

ϕ′(v)

h(s) ds

)−1 ∫ π/2

ϕ′(v)

cos(s)h(s) ds

< cos(ϕ′(s)) <

(∫ ϕ′(v)

0
h(s) ds

)−1 ∫ ϕ′(v)

0
cos(s)h(s) ds.

From this we deduce that

∫ π/2

0
cos(s)h(s) ds

≤
∫ ϕ′(v)

0
cos(s)h(s) ds

+
∫ π/2

ϕ′(v)

h(s) ds

(∫ ϕ′(v)

0
h(s) ds

)−1 ∫ ϕ′(v)

0
cos(s)h(s) ds

=
(∫ ϕ′(v)

0
h(s) ds

)−1 ∫ ϕ′(v)

0
cos(s)h(s) ds

×
(∫ ϕ′(v)

0
h(s) ds +

∫ π/2

ϕ′(v)

h(s) ds

)

,

and therefore

∫ ϕ′(v)

0
h(s) ds

(∫ π/2

0
h(s) ds

)−1 ∫ π/2

0
cos(s)h(s) ds

≤
∫ ϕ′(v)

0
cos(s)h(s) ds.

This inequality is strict, except if ϕ′(v) ∈ {0, π/2}. Integration of this inequality, for
ϕ(v) instead of ϕ′(v), over v ∈ S

n−1∩x⊥
j yields the required inequality (here we use

spherical polar coordinates). The resulting inequality is strict, since ϕ(v) /∈ {0, π/2}
on a set of v ∈ S

n−1 ∩ x+
j of positive measure (as S is not a segment). ��

Theorem 4.6 is the main ingredient in the proof of the following inequality, which
can be viewed as a reverse Minkowski-type inequality.

Theorem 4.7 Let K,M ∈ Kn. Then

V (K,M[n − 1]) ≤ 1

n
V1(K)Vn−1(M).
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If dim(K) ≥ 1 and dim(M) ≥ n − 1, then equality holds if and only if K is a
segment and M is contained in a hyperplane orthogonal to K .

Proof We can assume that Bn(0, R(K)) is the circumball of K . Then

V (K,M[n − 1]) = 1

n

∫

Sn−1
hK(u) Sn−1(M, du) ≤ 1

n
R(K)F(M)

≤ 1

n

1

2
V1(K)2Vn−1(M) = 1

n
V1(K)Vn−1(M),

where we used Theorem 4.6 for the second inequality. If equality holds, then
equality holds in Theorem 4.6, since Vn−1(M) > 0, and therefore K = [−Re,Re]
for some e ∈ S

n−1. Moreover, we then also have equality in the first inequality,
which yields

∫

Sn−1
|〈u, e〉| Sn−1(M, du) = Sn−1(M,Sn−1).

This implies that the area measure of M is concentrated in {−e, e}, hence M is
contained in a hyperplane orthogonal to e. ��

Improvements of Theorems 4.6 and 4.7, in terms of stability results, have recently
been established in [20].

Exercises and Supplements for Sect. 4.2

1. Let K ∈ Kn and R(K) be the circumradius of K . Show that R(K) ≤ 1 if and
only if V (K,M, . . . ,M) ≤ 1

n
F (M) for all M ∈ Kn.

2. Let α ∈ (0, 1) and M,L ∈ Kn with dim M = dim L = n.

(a) Show that there is a convex body Kα ∈ Kn with dim Kα = n and

Sn−1(Kα, ·) = αSn−1(M, ·) + (1 − α)Sn−1(L, ·).

(b) Show that

V (Kα)
n−1
n ≥ αV (M)

n−1
n + (1 − α)V (L)

n−1
n ,

with equality if and only if M and L are homothetic.

3.*Prove the following two facts which are used in the proof of Theorem 4.4.

(a) Let K ⊂ R
n be an unbounded, closed, convex set with 0 ∈ K . Show that

there is a unit vector u ∈ S
n−1 such that αu ∈ K for all α ≥ 0.

(b) The map R
k+ → Pn, y �→ P[y], is continuous.
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4. Let v, a, b ∈ R
n. Show that |〈v, a〉+ − 〈v, b〉+| ≤ ‖a − b‖ ‖v‖.

5. Let K ⊂ R
2 denote a triangle inscribed to the unit sphere which contains

the origin. Show that F(K) ≥ 4 with equality if and only if K is a segment
(degenerate triangle).

4.3 A Local Steiner Formula

In Sect. 4.1, we introduced the area measure Sj (K, ·) of a convex body K ∈ Kn as
the special mixed measure S(K[j ], Bn[n− 1 − j ], ·), for j ∈ {0, . . . , n− 1}. In this
section, we show that the measures Sj (K, ·) are also determined as coefficients of
a local Steiner formula. Moreover, we obtain a description of the area measures
for bodies with support functions of class C2 in terms of curvature integrals.
This indicates that the area measures encode second-order information about the
underlying convex set.

For K ∈ Kn and ω ⊂ S
n−1, we define the reverse spherical image of K at ω by

τ (K,ω) =
⋃

u∈ω

K(u) = {x ∈ ∂K : N(K, x) ∩ ω �= ∅}

= {x ∈ ∂K : 〈x, u〉 = h(K, u) for some u ∈ ω}.

For a polytope P ⊂ R
n, the set τ (P, ω) is the union of all support sets P(u) of P

with u ∈ ω. Since Hn−1(P (u)) = 0 if P(u) is not a facet of P and since P has only
finitely many supports sets, we obtain

Sn−1(P, ·) =
∑

u∈Sn−1

v(P (u)) δu = Hn−1(τ (P, ·)).

In order to prove that this relation extends to general convex bodies, we first show
that τ (K,ω) is Hn−1-measurable if ω ⊂ S

n−1 is a Borel set.

Lemma 4.3 Let K ∈ Kn and ω ∈ B(Sn−1). Then τ (K,ω) is Hn−1-measurable.

Proof If ω ⊂ S
n−1 is closed, then τ (K,ω) is closed. For this, let xi ∈ τ (K,ω), i ∈

N, and xi → x as i → ∞. Then x ∈ K and 〈xi, ui〉 = h(K, ui) for some ui ∈ ω,
for i ∈ N. Since (ui)i∈N is bounded and ω is closed, there are a subsequence uij ,
j ∈ N, and u ∈ ω such that uij → u as j → ∞. Hence, we get 〈x, u〉 = h(K, u),
which shows that x ∈ τ (K,ω).

Let A denote the class of all ω ∈ B(Sn−1) for which τ (K,ω) is Hn−1-
measurable. As we have just shown, A contains all closed subsets of Sn−1. Next
we show that A is a σ -algebra. This will complete the proof. It remains to be shown
that A is closed under countable unions and complements. Since τ (K ∪i∈N ωi) =
∪i∈Nτ (K,ωi), the first assertion is obvious. Suppose that ω ∈ A, that is, τ (K,ω) is
Hn−1-measurable. Let reg(K) denote the set of regular boundary points of K , that
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is, the set of all x ∈ ∂K such that dim N(K, x) = 1. By Exercise 4.3.2 we have
Hn−1(∂K \ reg(K)) = 0. Since τ (K,ω) ∩ τ (K,ωc) ⊂ ∂K \ reg(K), it follows
that τ (K,ωc) = (∂K \ τ (K,ω)) ∪ N , where Hn−1(N) = 0. Hence τ (K,ωc) is
Hn−1-measurable, that is, ωc ∈ A. ��

We write Kn
0 for the space of n-dimensional compact convex sets in R

n. A map
from Kn

0 to M(Sn−1), the space of finite Borel measure on the unit sphere, is said
to be weakly continuous if it is continuous with respect to the topology induced by
the Hausdorff metric on Kn

0 and the weak topology on M(Sn−1).

Lemma 4.4 The map F : Kn
0 → M(Sn−1), K �→ Hn−1(τ (K,ω)), is weakly

continuous.

Proof We write F(K, ·) instead of F(K)(·). The argument in the proof of
Lemma 4.3 shows that Hn−1(τ (K,ωi) ∩ τ (K,ωj )) = 0 if ωi ∩ ωj = ∅. Hence
F(K, ·) is indeed a finite measure.

Let Ki,K ∈ Kn
0 , i ∈ N, and Ki → K as i → ∞. Since F is translation invariant,

we can assume that o ∈ int(Ki), int(K) for i ∈ N. Let g : Sn−1 → R be continuous.
Then

∫

Sn−1
g(u) F (K, du) =

∫

∂K

g(σK(x))Hn−1(dx),

where σK : ∂K → S
n−1 is an exterior unit normal of K at x ∈ ∂K , which is

uniquely determined for Hn−1-almost all x ∈ ∂K . The restriction of σK to reg(K)

is continuous, hence σK is measurable.
Let π̃ : ∂K → S

n−1, x �→ ‖x‖−1x =: x̃, be the radial projection map with
inverse π̃−1(u) = ρK(u)u for u ∈ S

n−1. (See Exercise 2.3.3 for a definition and
discussion of the radial function ρK .) Clearly, π̃ is a bi-Lipschitz homeomorphism.
Let x ∈ reg(K), u := σK(x), and let u1, . . . , un−1 be an orthonormal basis of u⊥.
Then

dπ̃(x)(ui) = 1

‖x‖ (ui − 〈x̃, ui〉 x̃) , i = 1, . . . , n − 1,

and hence

Jn−1π̃(x) =
∣
∣
∣det

(〈dπ̃(x)(ui), dπ̃(x)(uj )〉
)n−1
i,j=1

∣
∣
∣

1
2

= 1

‖x‖n−1

∣
∣
∣det

(
δij − 〈x̃, ui〉〈x̃, uj 〉

)n−1
i,j=1

∣
∣
∣

1
2

= 1

‖x‖n−1

(

1 −
n−1∑

i=1

〈x̃, ui〉2

) 1
2

= 1

‖x‖n−1 〈x̃, u〉.
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Using the coarea formula and the fact that Hn−1-almost all boundary points of K

are regular, we get

∫

∂K

g(σK(x))Hn−1(dx) =
∫

∂K

g(σK(x))
‖x‖n−1

〈x̃, σK(x)〉Jn−1π̃(x)Hn−1(dx)

=
∫

Sn−1
g(σK(ρK(u)u))

ρK(u)n−1

〈u, σK(ρK(u)u)〉 H
n−1(du).

Since

Hn−1

⎛

⎝S
n−1 \

⋂

i≥1

π̃(reg(Ki)) ∩ π̃(reg(K))

⎞

⎠ = 0,

ρKi (u) → ρK(u) as i → ∞ for u ∈ S
n−1, and σKi (ρKi (u)u) → σK(ρK(u)u) as

i → ∞ for u ∈ ∩i≥1π̃(reg(Ki)) ∩ π̃(reg(K)), it follows that

g(σKi (ρKi (u)u))
ρKi (u)n−1

〈u, σKi (ρKi (u)u)〉

→ g(σK(ρK(u)u))
ρK(u)n−1

〈u, σK(ρK(u)u)〉 (4.10)

as i → ∞ for Hn−1-almost all u ∈ S
n−1 (see Exercise 4.3.1). Since all expressions

in (4.10) are uniformly bounded (see Exercise 4.3.1), the assertion follows from the
dominated convergence theorem. ��
Theorem 4.8 If K ∈ Kn

0 , then Sn−1(K, ·) = Hn−1(τ (K, ·)).
Proof The result holds for n-dimensional polytopes. Since both sides of the asserted
relation are measures which depend continuously on the underlying convex body,
the general equality immediately follows by approximation with polytopes. ��

Let K ∈ Kn
0 be a convex body with support function hK of class C2 on R

n \ {0}.
Since hK is differentiable on R

n \ {0}, K is strictly convex and the unique boundary
point of K with exterior unit normal vector u is given by the gradient ∇hK(u). Then
the coarea formula yields

∫

Sn−1
g(u) F (K, du) =

∫

bd K

g(σK(x))Hn−1(dx)

=
∫

Sn−1
g(u)Jn−1∇hK(u)Hn−1(du).

The map ∇hK : Rn \ {0} → R
n is differentiable and its differential at u ∈ S

n−1

yields a symmetric positive semi-definite linear map d2hK(u) : u⊥ → u⊥, since
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d2hK(u)(u) = 0, that is, u is an eigenvector with eigenvalue zero of d2hK(u). We
can choose an orthonormal basis of u⊥ consisting of eigenvectors u1, . . . , un−1 of
d2hK(u), hence d2hK(u)(ui) = ri (K, u)ui for i = 1, . . . , n − 1. The numbers
ri(K, u) for i = 1, . . . , n − 1 are the principal radii of curvature of K in direction
u. Then we obtain

Jn−1∇hK(u) = det(d2hK(u)|u⊥) =
n−1∏

i=1

ri(K, u) =: Rn−1(K, u). (4.11)

This finally yields

∫

Sn−1
g(u) F (K, du) =

∫

Sn−1
g(u)Rn−1(K, u)Hn−1(du). (4.12)

In the following, more generally we write

Rj (K, u) :=
(

n − 1

j

)−1 ∑

1≤i1<···<ij ≤n−1

ri1(K, u) · · · rij (K, u),

where R0(K, u) = 1, for the j th normalized elementary symmetric function of the
principal radii of curvature of K in direction u, for j = 0, . . . , n − 1.

Theorem 4.9 Let K ∈ Kn be a convex body with support function hK of class C2.
Then

Sj (K, ·) =
∫

Sn−1
1{u ∈ ·}Rj (K, u)Hn−1(du)

for j = 0, . . . , n − 1.

Proof The assertion is true for j = n− 1 and the convex body K +αBn, α > 0, by
Theorem 4.8 and (4.12). To extend the result to general convex bodies with support
function of class C2 and to all j , recall from Corollary 4.1 that

Sn−1(K + αBn, ·) =
n−1∑

j=0

αn−1−j

(
n − 1

j

)

Sj (K, ·). (4.13)

Moreover, we have

d2hK+αBn(u)|u⊥ = d2hK(u)|u⊥ + α idu⊥,
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for u ∈ S
n−1, hence ri (K + αBn, u) = ri (K, u) + α for i = 1, . . . , n − 1. This

implies that

Rn−1(K + αBn, u) =
n−1∏

i=1

(ri (K, u) + α)

=
n−1∑

j=0

αn−1−j

(
n − 1

j

)

Rj (K, u) (4.14)

for u ∈ S
n−1. From (4.14) we deduce that

Sn−1(K + αBn, ·)

=
∫

Sn−1
1{u ∈ ·}Rn−1(K + αBn, u)Hn−1(du)

=
n−1∑

j=0

αn−1−j

(
n − 1

j

)∫

Sn−1
1{u ∈ ·}Rj (K, u)Hn−1(du). (4.15)

A comparison of coefficients of (4.13) and (4.15) completes the proof. ��
The intrinsic volumes of convex bodies are determined as coefficients of a Steiner

formula. The area measures Sj (K, ·) will now be obtained as coefficients of a local
Steiner formula. For this, we consider K ∈ Kn, a Borel set ω ⊂ S

n−1, and ε > 0.
We define the local parallel set

Bε(K,ω) := {x ∈ R
n \ K : d(K, x) ≤ ε, u(K, x) ∈ ω},

where u(K, x) = d(K, x)−1(x − p(K, x)) for x ∈ R
n \ K . Since d(K, ·) and

p(K, ·) are continuous and hence Borel measurable, the set Bε(K,ω) ⊂ R
n is a

Borel set.

Lemma 4.5 The map Kn → M(Sn−1), K �→ η(K, ·) := Hn(Bε(K, ·)) is weakly
continuous.

Proof Clearly, η(K, ·) is a measure and finite. Let g : Sn−1 → R be continuous.
Then

∫

Sn−1
g(u) η(K, du) =

∫

Kε\K
g(u(K, x))Hn(dx)

and we have to show that

K �→
∫

Kε\K
g(u(K, x))Hn(dx)
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is continuous. Let Ki,K ∈ Kn, i ∈ N, and Ki → K as i → ∞. If x ∈ int(Kε) \ K ,
then 0 < d(K, x) < ε, and hence 0 < d(Ki, x) < ε for i ≥ i(x). Moreover, in this
case we also have

u(Ki, x) = x − p(Ki, x)

d(Ki, x)
→ x − p(K, x)

d(K, x)
= u(K, x) as i → ∞.

If x /∈ Kε, then also x /∈ (Ki)ε for almost all i ∈ N, and if x ∈ int(K), then also
x ∈ int(Ki) for almost all i ∈ N. Since Hn(∂Kε ∪ ∂K) = 0, it follows that

1{x ∈ (Ki)ε \ Ki}g(u(Ki, x)) → 1{x ∈ Kε \ K}g(u(K, x))

for Hn-almost all x ∈ R
n. By the dominated convergence theorem, the assertion

follows. ��
Theorem 4.10 Let K ∈ Kn and ε > 0. Then

Hn(Bε(K, ·)) = 1

n

n−1∑

j=0

εn−j

(
n

j

)

Sj (K, ·).

Proof Since on both sides of the asserted equation we have Borel measures which
depend continuously on the underlying convex body, it is sufficient to prove the
result for convex bodies K with support function of class C2.

The map T : Sn−1 × (0,∞) → R
n, (u, t) �→ ∇hK(u) + tu, is differentiable

and injective. To see this, let u1, u2 ∈ S
n−1 and t1, t2 > 0 be such that T (u1, t1) =

T (u2, t2), that is, ∇hK(u1)+ t1u1 = ∇hK(u2)+ t2u2. Since u2 ∈ N(K,∇hK(u2)),
we have 〈∇hK(u1) − ∇hK(u2), u2〉 ≤ 0, and hence we get 〈t2u2 − t1u1, u2〉 ≤ 0.
This yields 0 < t2 ≤ t1〈u1, u2〉. But then 1 ≥ 〈u1, u2〉 > 0 and 0 < t2 ≤ t1. By
symmetry we also obtain t1 ≤ t2, hence t1 = t2. But then t2 ≤ t1〈u1, u2〉 ≤ t1 = t2
shows that 〈u1, u2〉 = 1, which implies that u1 = u2.

Let ω ⊂ S
n−1 be a Borel set. Since Bε(K,ω) = T (ω× (0, ε]) and, for given u ∈

S
n−1, choosing an orthonormal basis u1, . . . , un−1 of u⊥ consisting of eigenvectors

of d2hK(u) with eigenvalues r1(K, u), . . . , rn−1(K, u), the Jacobian of T can be
expressed in the form

JnT (u, t) =
∣
∣
∣det

(
d2hK(u)(u1) + tu1, . . . , d

2hK(u)(un−1) + tun−1, u
)∣
∣
∣

= |det ((r1(K, u) + t)u1, . . . , (rn−1(K, u) + t)un−1, u)|

=
n−1∏

i=1

(ri (K, u) + t).



4.3 A Local Steiner Formula 175

Then the transformation formula (coarea formula) yields that

Hn(Bε(K,ω)) = Hn(T (ω × (0, ε]))

=
∫

ω×(0,ε]
JnT (u, t)Hn(d(u, t))

=
∫

ω

∫ ε

0

n−1∏

i=1

(ri (K, u) + t) dt Hn−1(du)

=
n−1∑

j=0

(
n − 1

j

)∫

ω

∫ ε

0
Rj(K, u)tn−1−j dt Hn−1(du)

= 1

n

n−1∑

j=0

εn−j

(
n

j

)∫

ω

Rj (K, u)Hn−1(du)

= 1

n

n−1∑

j=0

εn−j

(
n

j

)

Sj (K,ω),

where we used Theorem 4.9 in the last step. ��
In order to extend Theorem 4.9 to mixed area measures, we introduce the

notion of a mixed discriminant. Let A(1), . . . , A(n) ∈ R
n,n be real (symmetric)

n × n matrices. We shall write ai(j) for the ith column of A(j), that is, A(j) =
(a1(j), . . . , an(j)). We define

D(A(1), . . . , A(n)) := 1

n!
∑

σ∈S(n)

det (a1(σ (1)), . . . , an(σ (n))) ,

where S(n) is the set of permutations of {1, . . . , n}. By definition it is clear that D is
symmetric in the n matrices and that D(A, . . . , A) = det(A). The functional D(·)
on n-tuples of real (symmetric) n × n matrices is called the mixed discriminant (of
the matrices to which D is applied).

For k ∈ N, real (symmetric) n × n matrices A(1), . . . , A(k) ∈ R
n,n, and

α1, . . . , αk ∈ R, we get

det

(
k∑

i=1

αiA(i)

)

= det

⎛

⎝
k∑

r1=1

αr1a1(r1), . . . ,

k∑

rn=1

αrnan(rn)

⎞

⎠

=
k∑

r1=1

· · ·
k∑

rn=1

αr1 · · · αrn det (a1(r1), . . . , an(rn))
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=
k∑

r1=1

· · ·
k∑

rn=1

αr1 · · · αrn

1

n!
∑

σ∈S(n)

det
(
a1(rσ(1)), . . . , an(rσ(n))

)

=
k∑

r1=1

· · ·
k∑

rn=1

αr1 · · · αrnD (A(r1), . . . , A(rn)) (4.16)

=
n∑

i1,...,ik=0

(
n

i1, . . . , ik

)

α
i1
1 · · · αik

k D(A(1)[i1], . . . , A(k)[ik]) (4.17)

where the number in brackets indicates the number of repetitions of the correspond-
ing entry.

Since D is symmetric in its arguments, the coefficients on the right-hand side
are uniquely determined by the left-hand side. As an immediate consequence
of (4.16) (or by a direct argument), we obtain for matrices C1, C2 ∈ R

n,n and
A(1), . . . , A(n) ∈ R

n,n that

D(C1A(1)C2, . . . , C1A(n)C2) = det(C1)D(A(1), . . . , A(n)) det(C2).

This fact can be used to show (by induction over n) that the mixed discriminant of
positive semi-definite matrices is nonnegative.

Let K1, . . . ,Kn−1 ∈ Kn be convex bodies with support functions of class C2. In
the following, we write

D(hK1 , . . . , hKn−1)(u) := D
(
d2hK1(u)|u⊥, . . . , d2hKn−1(u)|u⊥)

for the mixed discriminant of the Hessians of the support functions of n − 1 convex
bodies, considered as (n − 1) × (n − 1) matrices, with respect to an orthonormal
basis of u⊥.

Theorem 4.11 Let K1, . . . ,Kn−1 ∈ Kn be convex bodies with support functions of
class C2. Then

S(K1, . . . ,Kn−1, ·) =
∫

Sn−1
1{u ∈ ·}D (

hK1, . . . , hKn−1

)
(u)Hn−1(du).

Proof Let α1, . . . , αn−1 ≥ 0 and K = α1K1 + · · · + αn−1Kn−1. Since

d2hK =
n−1∑

i=1

αid
2hKi ,
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we obtain from (4.16)

det
(
d2hK(u)|u⊥) = det

(
n−1∑

i=1

αid
2hKi (u)|u⊥

)

=
n−1∑

r1=1

· · ·
n−1∑

rn−1=1

αr1 · · ·αrn−1D
(
hKr1

, . . . , hKrn−1

)
(u).

Then the special case j = n − 1 of Theorem 4.9 and (4.11) yield

Sn−1

(
n−1∑

i=1

αiKi, ·
)

=
∫

Sn−1
1{u ∈ ·} det

(
n−1∑

i=1

αid
2hKi (u)|u⊥

)

Hn−1(du)

=
n−1∑

r1=1

· · ·
n−1∑

rn−1=1

αr1 · · · αrn−1

×
∫

Sn−1
1{u ∈ ·}D

(
hKr1

, . . . , hKrn−1

)
(u)Hn−1(du).

A comparison of coefficients with the expansion (4.4) for m = n − 1 yields the
assertion. ��

Let K ∈ Kn be a convex body with support function of class C2. Comparing
Theorem 4.9 and the special case of Theorem 4.11 where K1 = · · · = Kj = K and
the remaining bodies are Bn, we obtain

Rj (K, u) = D(hK [j ], hBn[n − 1 − j ])(u), u ∈ S
n−1.

For j = 1, we have

R1(K, u) = 1

n − 1
ΔhK(u), u ∈ S

n−1.

Let Δsf denote the spherical Laplace operator of a twice differentiable function
f : Sn−1 → R. It can be obtained as the Euclidean Laplace operator of the extension
of f to a function on R

n \ {0} which is homogeneous of degree zero. Thus we get

R1(K, u) = hK(u) + 1

n − 1
ΔshK(u), u ∈ S

n−1.

See Exercise 4.3.5 for further details.
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Exercises and Supplements for Sect. 4.3

1. (a) Let K ∈ Kn
0 . Show that the restriction of σK to reg(K) is continuous.

(b) Let Ki,K ∈ Kn with o ∈ int(Ki), int(K). Let u ∈ π̃(reg(K)) ∩ π̃(reg(Ki))

for i ≥ 1. Show that if Ki → K as i → ∞, then σKi (ρKi (u)u) →
σK(ρK(u)u).

(c) Show that the expressions in (4.10) are uniformly bounded.
2. Let K ∈ Kn

0 . Show that Hn−1(∂K \ reg(K)) = 0.
Hint: Exercises 2.2.7 and 2.2.13 can be used. More generally, one can show

that the set of singular (that is, not regular) boundary points has σ -finite (n − 2)-
dimensional Hausdorff measure.

3. Show that if a ∈ R
n, then

det
(
I − a · a�)

= 1 − ‖a‖2.

4. Show that the mixed discriminant of positive semi-definite matrices is nonnega-
tive.

5. For a map f : Sn−1 → R we define the 0-homogeneous extension of f to R
n\{0}

by f0(x) := f (‖x‖−1x). If f is differentiable, then f0 can be used to introduce
the spherical gradient and the spherical Laplacian of f by

∇sf (u) := ∇f0(u), Δsf (u) := Δf0(u), u ∈ S
n−1.

Here ∇ and Δ denote the Euclidean gradient and Laplace operator (with respect
to an arbitrary orthonormal basis).

Now let f1 : Rn \ {0} → R be (positively) 1-homogeneous, that is, f1(tx) =
tf1(x) for x ∈ R

n \ {0} and t > 0. The restriction of f1 to S
n−1 is denoted by f

and f0 denotes the 0-homogenous extension of f , hence f0(x) = f (‖x‖−1x) =
f1(‖x‖−1x) for x ∈ R

n \ {0}. Prove the following facts.

(a) Suppose that f1 is differentiable at u ∈ S
n−1. Then f0 is differentiable at u

and

∇sf (u) = ∇f1(u) − f (u) u.

(b) Suppose that f1 is twice differentiable at u ∈ S
n−1. Then f0 is twice

differentiable at u and

Δsf (u) = Δf1(u) − (n − 1)f (u).
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6. Let f, g : Sn−1 be of class C2. Prove the following integral formulas.

(a)

∫

Sn−1
〈∇sf (u),∇sg(u)〉 dHn−1 = −

∫

Sn−1
f Δsg dHn−1.

(b)

∫

Sn−1
f Δsg dHn−1 =

∫

Sn−1
g Δsf dHn−1.

7. We continue to use the notation of Exercises 4.3.5 and 4.3.6. Let K ∈ Kn
0 be a

convex body with nonempty interior and support function h = hK on R
n \ {0}.

Since h is 1-homogeneous, we have h1 = h and also denote by h the restriction
of hK to S

n−1. Clearly, h is differentiable at u as a function on R
n \ {0} if and

only if the restriction of h to S
n−1 is differentiable at u as a function on S

n−1.
Moreover, h is differentiable at u ∈ S

n−1 if and only if h is differentiable at tu

for some (and then also for all) t > 0.
If h is differentiable at u ∈ S

n−1, then ∇sh(u) = ∇h(u) − h(u)u for u ∈
S

n−1.

(a) Let Ki ∈ Kn
0 , i ∈ N, be convex bodies with nonempty interiors and

differentiable support functions hi = hKi such that Ki → K as i → ∞.
Show that if h is differentiable at u ∈ S

n−1, then ∇shi(u) → ∇sh(u) as
i → ∞.

(b) For Hn−1-almost all u ∈ S
n−1, h is differentiable at u ∈ S

n−1.
(c) Show that

V (K[2], Bn[n − 2]) = 1

n

∫

Sn−1
h2 − 1

n − 1
‖∇sh‖2 dHn−1.

Hint: First, prove the assertion for a convex body K with a smooth support
function. Then use (a), (b), the fact that an arbitrary convex body can be
approximated by convex bodies with smooth support functions (see the
proof of Theorem 4.16 and the reference given there) and the dominated
convergence theorem.

4.4 Projection Bodies and Zonoids

For a convex body K ∈ Kn and a direction u ∈ S
n−1, we define

v(K, u) := Vn−1(K | u⊥),
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the (n − 1)-dimensional volume of the orthogonal projection K|u⊥ of K onto the
hyperplane through 0 and orthogonal to u. The function v(K, ·) thus defined on
S

n−1 is called the projection function of K . We are interested in the information on
the shape of K which can be deduced from the knowledge of its projection function
v(K, ·).

It is clear that for K ∈ Kn, the translates K + x, x ∈ R
n, of K have

the same projection function. Furthermore, K and −K have the same projection
function. This shows that in general K is not determined by v(K, ·) (not even up
to translations). However, the question remains whether we get uniqueness up to
translations and reflections. In order to give an answer, we first provide an analytic
representation of v(K, ·).
Theorem 4.12 If K ∈ Kn and u ∈ S

n−1, then

v(K, u) = 1

2

∫

Sn−1
|〈x, u〉| Sn−1(K, dx).

Proof Let u ∈ S
n−1. An application of Fubini’s theorem shows that

V (K + [−u, u]) = V (K) + 2v(K, u).

On the other hand, we have

V (K + [−u, u]) =
n∑

i=0

(
n

i

)

V (K[i], [−u, u][n − i]).

From Exercise 3.3.1, we know that V (K[i], [−u, u][n − i]) = 0 holds for i =
0, . . . , n − 2, and hence

v(K, u) = n

2
V (K, . . . ,K, [−u, u]). (4.18)

The assertion now follows from Theorem 4.1, since the segment [−u, u] has the
support function h[−u,u] = |〈·, u〉|. ��
Remark 4.5 Various properties of projection functions can be directly deduced from
Theorem 4.12.

(1) We have v(K, ·) = 0 if and only if dim K ≤ n − 2.
(2) If dim K = n − 1 and K ⊂ x⊥, then

v(K, ·) = Vn−1(K)|〈x, ·〉|.
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(3) If dim K = n and K is not centrally symmetric, that is, if Sn−1(K, ·) �=
Sn−1(−K, ·), then there is an infinite family of convex bodies with the same
projection function. To see this, observe that Theorem 4.5 ensures that for
α ∈ [0, 1] there is a body Kα ∈ Kn with dim Kα = n and

Sn−1(Kα, ·) = αSn−1(K, ·) + (1 − α)Sn−1(−K, ·).

For α �= β the convex bodies Kα and Kβ are not translates of each other.
Moreover, Kα = −Kβ if and only if α+β = 1. On the other hand, for α ∈ [0, 1]
we have

v(Kα, ·) = αv(K, ·) + (1 − α)v(−K, ·) = v(K, ·).

This discussion also shows that there is always a centrally symmetric body,
namely K 1

2
, with the same projection function as K .

The convex body K 1
2

has maximal volume in the class C := {Kα : α ∈
[0, 1]} (by the Brunn–Minkowski theorem) and it is characterized by this
fact. Hence K 1

2
is the unique convex body in C with maximal volume (see

Exercise 4.2.2).
(4) Since |〈x, ·〉| is a support function, the function v(K, ·) is a ‘positive combina-

tion’ of support functions, hence it is itself a support function of a convex body
ΠK . More precisely,

hΠK := v(K, ·) = 1

2

∫

Sn−1
|〈·, x〉| Sn−1(K, dx) (4.19)

is subadditive and positively homogeneous of degree 1 as a function on R
n.

Definition 4.2 For K ∈ Kn, the convex body ΠK defined by (4.19) is called the
projection body of K .

Remark 4.6 The projection body ΠK of K ∈ Kn is always centrally symmetric to
the origin and dim ΠK = n if and only if dim K = n.

Example 4.1 We determine the projection body of the unit cube Cn := [− 1
2 , 1

2 ]n =
1
2

∑n
i=1[−ei, ei]. Observe that Cn is a Minkowski sum of segments. Clearly, we

have

Sn−1(C
n, ·) =

n∑

i=1

δei +
n∑

i=1

δ−ei ,
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and therefore

h(ΠCn, v) = 1

2

∫

Sn−1
|〈u, v〉| Sn−1(C

n, du) =
n∑

i=1

|〈v, ei〉|

=
n∑

i=1

h[−ei ,ei ](v) = h

(
n∑

i=1

[−ei, ei], v
)

= h(2Cn, v).

This shows that ΠCn = 2Cn.

Example 4.2 It is easy to see that ΠBn = κn−1B
n.

Remark 4.7 Examples 4.1 and 4.2 suggest to determine the (centrally symmetric)
convex bodies for which the projection body is a multiple of the body itself.

Remark 4.8 Projection bodies of ellipsoids are ellipsoids and projection bodies of
parallelotopes are parallelotopes. This is a consequence of Examples 4.1 and 4.2
and of the general relation

Π(ϕK) = | det ϕ|ϕ−�ΠK, (4.20)

which holds for any regular affine transformation ϕ of R
n. Relation 4.20 can be

seen from h(ΠK, u) = n
2 V (K[n − 1], [−u, u]) for u ∈ R

n and the transformation
properties of mixed volumes. Thus we obtain for an ellipsoid E with center 0 that

ΠE = κn−1

κn

V (E) E◦,

where K◦ = {x ∈ R
n : 〈x, z〉 ≤ 1 for z ∈ K} is the polar body of K ∈ Kn with

0 ∈ int K (see Exercises 1.1.14 and 2.3.2).

Example 4.3 In Examples 4.1 and 4.2, we determined the projection body of a
symmetric body. Next we consider the projection body of a simplex T ⊂ R

n and
show that

ΠT = nV (T ) (T − T )◦.

By the affine covariance expressed by (4.20), it is sufficient to verify this relation for
a regular simplex Tn. Specifically, we can choose a0, . . . , an ∈ R

n and unit vectors
u0, . . . , un ∈ S

n−1 such that

Tn = conv{a0, . . . , an} =
n⋂

i=0

H−(ui , 1),
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where ai = −nui for i = 0, . . . , n, ‖ai − aj‖2 = 2n(n + 1) for i �= j , and
〈ai, aj 〉 = n2 for i = j and 〈ai, aj 〉 = −n for i �= j . In particular, a0 +· · ·+an = 0
and (n + 1)v = nV (Tn) if v is the (n − 1)-dimensional volume of the facets of Tn.
Then

h(ΠTn, x) = 1

2

∫

Sn−1
|〈x, u〉| Sn−1(Tn, du) =

n∑

k=0

1

2
|〈x, uk〉|v

=
n∑

k=0

nV (Tn)

2(n + 1)
|〈x, uk〉| =

n∑

k=0

nV (Tn)

2(n + 1)
h[−uk,uk](x),

hence

ΠTn =
n∑

k=0

nV (Tn)

n + 1
[−uk/2, uk/2] =

n∑

k=0

V (Tn)

n + 1
[−ak/2, ak/2]

=
n∑

k=0

V (Tn)

n + 1
[0, ak],

where we used that a0 + · · · + an = 0. Using Exercises 1.19, 1.1.15 and 2.3.2, it
follows that

(Tn − Tn)
◦ = conv{ai − aj : i �= j }◦ =

⋂

i �=j

H−(ai − aj , 1).

Thus, it remains to be shown that

1

n + 1

n∑

k=0

[0, ak] =
⋂

i �=j

H−(ai − aj , n).

If x is in the set on the left-hand side, then there are λk ∈ [0, 1] such that

x =
n∑

k=0

λk

n + 1
ak.

Hence

〈x, ai − aj 〉 =
n∑

k=0

λk

n + 1
〈ak, ai − aj 〉 = λi − λj

n + 1
n(n + 1) = n(λi − λj ) ≤ n

for i �= j .
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For the converse, suppose that x is in the set on the right-hand side. Any x ∈ R
n

can be written in the form x = ∑n
k=0 λkak with λk ≥ 0 (this representation is not

unique, of course). Then

n ≥ 〈x, ai − aj 〉 =
n∑

k=0

λk〈ak, ai − aj 〉 = (λi − λj )n(n + 1),

which shows that λi − λj ≤ 1/(n + 1) for i �= j . By symmetry, we may assume
that 0 ≤ λ0 = min{λk : k = 0, . . . , n}. Then

x =
n∑

l=1

(λl − λ0)ak ∈ 1

n + 1

n∑

k=0

[0, ak],

which proves the reverse inclusion.

Example 4.3 modifies an argument by H. Martini and B. Weissbach [67]. It is
natural to ask for further examples of convex polytopes whose projection bodies are
proportional to the polar of their difference body. By a result of H. Martini [66],
simplices are the only examples. Among all convex bodies, the example of a ball
(or an ellipsoid) shows that there are further examples of convex bodies for which
the projection body and the (difference body of the) given body are polars.

Before we continue to discuss projection functions, we describe projection bodies
geometrically.

Definition 4.3 A finite sum of segments Z := s1 + · · · + sk is called a zonotope. A
zonoid is a convex body which is the limit (in the Hausdorff metric) of a sequence
of zonotopes.

Zonotopes are polytopes, since the Minkowski sum of convex hulls of arbi-
trary sets is equal to the convex hull of the Minkowski sum of these sets (see
Exercise 1.1.8). Moreover, zonotopes are centrally symmetric. Namely, if si =
[−yi, yi] + xi is the representation of the segment si with center xi and endpoints
−yi + xi , yi + xi , then

Z =
k∑

i=1

[−yi, yi] +
k∑

i=1

xi.

Hence, x := ∑k
i=1 xi is the center of Z. Zonoids, as limits of zonotopes, are

also centrally symmetric. In the following, we assume w.l.o.g. that the center of
zonotopes and zonoids is the origin and denote the corresponding set of zonoids
by Zn.

The following result is the key step in showing that zonoids and projection bodies
are closely related. In particular, it provides an analytic description of the support
function of a zonoid.
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Theorem 4.13 Let K ∈ Kn. Then K is a zonoid if and only if there exists an even
Borel measure μ(K, ·) on S

n−1 such that

hK(u) =
∫

Sn−1
|〈x, u〉| μ(K, dx), u ∈ R

n. (4.21)

For a zonoid K , a measure μ(K, ·) such that (4.21) is satisfied is called a
generating measure of K . It follows from Theorem 4.14 that μ(K, ·) is uniquely
determined by K (if μ(K, ·) is even).

Proof (of Theorem 4.13) Suppose that

hK(u) =
∫

Sn−1
|〈x, u〉| μ(K, dx), u ∈ R

n,

where μ(K, ·) is an even Borel measure on S
n−1. Symmetrizing the discrete

measures obtained from Lemma 4.2, we find a sequence of even, discrete measures

μj = 1

2

k(j)∑

i=1

αij (δuij + δ−uij ), uij ∈ S
n−1, αij ≥ 0,

on S
n−1 such that μj → μ(K, ·). Then

Zj :=
k(j)∑

i=1

[−αij uij , αij uij ]

is a zonotope and

hZj (u) =
∫

Sn−1
|〈x, u〉| μj (dx) →

∫

Sn−1
|〈x, u〉| μ(K, dx) = hK(u),

uniformly in u ∈ S
n−1 as j → ∞. Therefore, Zj → K as j → ∞, that is, K is a

zonoid.
Conversely, assume that K = limj→∞ Zj , where Zj is a zonotope for j ∈ N.

Then,

Zj =
k(j)∑

i=1

[−yij , yij ]

with suitable points yij ∈ R
n. Consequently,

hZj (u) =
k(j)∑

i=1

|〈yij , u〉| =
∫

Sn−1
|〈x, u〉| μj (dx),
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where

μj := 1

2

k(j)∑

i=1

‖yij‖(δuij + δ−uij )

and

uij := yij

‖yij‖ for yij �= 0;

if yij = 0, then we can choose an arbitrary unit vector for uij .
Next we show that the sequence (μj )j∈N has a weakly convergent subsequence.

From (3.17) and the continuity of intrinsic volumes it follows that

∫

Sn−1
hZj (u) σ (du) = κn−1V1(Zj ) → κn−1V1(K)

(or using the fact that hZj → hK uniformly on S
n−1), and hence we obtain that

this sequence of integrals is bounded. On the other hand, by Fubini’s theorem and
Theorem 4.12 (for the unit ball), we get

∫

Sn−1
hZj (u) σ (du) =

∫

Sn−1

∫

Sn−1
|〈x, u〉| σ(du) μj (dx) = 2κn−1μj (S

n−1).

Hence, there is a constant C such that μj(S
n−1) ≤ C for j ∈ N. Now we use the

fact that the set MC of all Borel measures ρ on S
n−1 with ρ(Sn−1) ≤ C is weakly

sequentially compact (see [14, p. 37], [33, p. 344, Satz 8.4.13]). Therefore, (μj )j∈N
has a convergent subsequence. We may assume that (μj )j∈N converges to a limit
measure, which we denote by μ(K, ·). The weak convergence implies that

hK(u) = lim
j→∞ hZj (u) = lim

j→∞

∫

Sn−1
|〈x, u〉| μj(dx) =

∫

Sn−1
|〈x, u〉| μ(K, dx)

for u ∈ S
n−1, which yields the asserted result. ��

Remark 4.9 It follows from Eq. (4.21) that dim K = n if and only if dim μ(K, ·) =
n. Moreover, since

∫

Sn−1
|〈x, u〉| μ(dx) =

∫

Sn−1
|〈x, u〉| μ∗(dx), u ∈ R

n,

where μ∗(A) := 1
2 (μ(A)+ μ(−A)) for Borel sets A ⊂ S

n−1, a convex body K is a
zonoid if and only if there exists a (not necessarily even) Borel measure μ on S

n−1
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such that

hK(u) =
∫

Sn−1
|〈x, u〉| μ(dx), u ∈ R

n.

However, requiring the measure μ to be even will allow us to show that the
generating measure is unique.

Finally, we connect zonoids to projection bodies.

Corollary 4.3 The projection body ΠK of a convex body K is a zonoid. Con-
versely, if Z is a zonoid with dim Z = n, then there is a convex body K with
dim K = n, centrally symmetric with respect to the origin and such that Z = ΠK .

Proof The first result follows from Theorems 4.12, 4.13 and Remark 4.9.
For the second, let Z be a zonoid. Then Theorem 4.13 shows that

hZ(u) =
∫

Sn−1
|〈x, u〉| μ(Z, dx)

with an even n-dimensional measure μ(Z, ·). By Theorem 4.5, there exists an n-
dimensional convex body K ∈ Kn such that 2μ(Z, ·) = Sn−1(K, ·). Hence

hZ(u) = 1

2

∫

Sn−1
|〈x, u〉| Sn−1(K, dx) = h(ΠK, u), u ∈ R

n,

that is, Z = ΠK . By Corollary 4.2, K is centrally symmetric. ��
Now we want to show that the generating measure of a zonoid is uniquely

determined. We start with two auxiliary lemmas. If A is the (n × n)-matrix of an
injective linear mapping in R

n, we define AZ := {Ax : x ∈ Z} and denote by Aμ,
for a Borel measure μ on S

n−1, the image measure of

∫

Sn−1
1{x ∈ ·}‖Ax‖μ(dx)

under the mapping

x �→ Ax

‖Ax‖ , x ∈ S
n−1.

In other words,

(Aμ)(·) =
∫

Sn−1
1
{

Ax

‖Ax‖ ∈ ·
}

‖Ax‖μ(dx).

Clearly, if μ is an even measure, so is Aμ.
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Lemma 4.6 If Z ∈ Kn is a zonoid and

hZ =
∫

Sn−1
|〈x, ·〉| μ(Z, dx),

then AZ is a zonoid and

hAZ =
∫

Sn−1
|〈x, ·〉| (Aμ(Z, ·))(dx).

Proof We have

hAZ(u) = sup
x∈AZ

〈u, x〉 = sup
x∈Z

〈u,Ax〉 = sup
x∈Z

〈A�u, x〉 = hZ(A�u)

=
∫

Sn−1
|〈x,A�u〉| μ(Z, dx) =

∫

Sn−1
|〈Ax, u〉| μ(Z, dx)

=
∫

Sn−1

∣
∣
∣
∣

〈
Ax

‖Ax‖ , u

〉∣
∣
∣
∣ ‖Ax‖μ(Z, dx) =

∫

Sn−1
|〈y, u〉| (Aμ(Z, ·))(dy),

which proves all assertions. ��
Let V denote the vector space of functions

f =
∫

Sn−1
|〈x, ·〉| ν1(dx) −

∫

Sn−1
|〈x, ·〉| ν2(dx)

on the unit sphere S
n−1, where ν1, ν2 vary among the finite even Borel measures

on S
n−1. Then V is a subspace of the Banach space Ce(S

n−1) of even continuous
functions on S

n−1 with the maximum norm.

Lemma 4.7 The vector space V is dense in Ce(S
n−1).

Proof First, observe that clV is also a vector space.
Choosing for μ a nonnegative multiple of the spherical Lebesgue measure and

ρ = 0 (or vice versa), we see that V contains the constant functions.
By Lemma 4.6, for a regular (n × n)-matrix A the support function hABn lies in

V . Since hABn(u) = ‖A�u‖, u ∈ R
n, and since ‖A�u‖ = 〈AA�u, u〉1/2, it follows

that V contains all functions

fB(u) =:= √〈Bu, u〉 =
⎛

⎝
n∑

i,j=1

Bij uiuj

⎞

⎠

1
2

, u ∈ S
n−1,

where B ∈ R
n,n is a symmetric, positive definite matrix with entries Bij , i, j ∈

{1, . . . , n}, and where u = (u1, . . . , un)
�.
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Let i0, j0 ∈ {1, . . . , n} be fixed for the moment. Let Δi0j0 ∈ R
n,n denote the

symmetric matrix which has entry 1 in the positions (i0, j0) and (j0, i0) and zero in
all other positions of the matrix. Then we define

Bi0j0(ε) := B + ε Δi0j0 ∈ R
n,n, ε ≥ 0,

hence Bi0j0(ε) is symmetric, Bi0j0(0) = B, and Bi0j0(ε) is positive definite if ε ≥ 0
is sufficiently small. Next we consider

Fi0j0(ε, u) :=
√

〈Bi0j0(ε)u, u〉, u ∈ S
n−1, ε ≥ 0 sufficiently small.

By the mean value theorem, if ε ≥ 0 is sufficiently small, then there are θ(ε) ∈
(0, 1) such that

V - Fi0j0(ε, u) − Fi0j0(0, u)

ε
= ∂Fi0j0

∂ε
(θ(ε)ε, u)

→ ∂Fi0j0

∂ε
(0, u) =

⎧
⎨

⎩

ui0uj0
fB(u)

, for i0 �= j0,

u2
i0

2fB(u)
, for i0 = j0,

as ε ↓ 0, uniformly in u ∈ S
n−1, since Fi0j0(ε, u) > 0 is uniformly bounded from

below if ε ≥ 0 is sufficiently small.
This shows that

f
(1)
B (u) := ui0uj0fB(u)−1, u ∈ S

n−1,

defines a function f
(1)
B ∈ clV . Repeating the previous argument with all possible

pairs of indices, for k ∈ N we obtain

f
(k)
B (u) := u

i1
1 · · · uin

n fB(u)−k, u ∈ S
n−1,

where i1, . . . , in ∈ N0 are such that i1 + · · · + in = 2k, which defines a function in
clV .

Now we choose B to be the unit matrix. Then fB ≡ 1, hence the restriction to
the unit sphere of every even polynomial is in clV . The Stone–Weierstrass theorem
(see Exercise 4.1.1) now implies that clV = Ce(S

n−1) (see Exercise 4.4.1). ��
Lemma 4.7 can be expressed by saying that finite linear combinations of

functions of the form |〈xi, ·〉| on S
n−1, where xi ∈ S

n−1, are dense in Ce(S
n−1).

The statement of Lemma 4.7 is formally stronger, but the special case implies that
the stronger assertion is true, since finite measures can be approximated by discrete
measures.
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Theorem 4.14 For a zonoid Z ∈ Kn, the (even) generating measure of Z is
uniquely determined.

Equivalently, if μ, ρ are even finite Borel measures on S
n−1 such that

∫

Sn−1
|〈x, ·〉| μ(dx) =

∫

Sn−1
|〈x, ·〉| ρ(dx),

then μ = ρ.

Proof Let us suppose that we have two even measures μ and ρ on S
n−1 with

∫

Sn−1
|〈x, ·〉| μ(dx) =

∫

Sn−1
|〈x, ·〉| ρ(dx).

Then
∫

Sn−1

∫

Sn−1
|〈x, u〉| μ(dx) ν(du) =

∫

Sn−1

∫

Sn−1
|〈x, u〉| ρ(dx) ν(du),

for all measures ν on S
n−1. Applying Fubini’s theorem and taking differences of the

corresponding equations obtained for two measures ν1, ν2, we obtain

∫

Sn−1
f (x) μ(dx) =

∫

Sn−1
f (x) ρ(dx),

for all functions f ∈ V . Lemma 4.7 shows that this implies that μ = ρ. ��
Remark 4.10 Let Me(S

n−1) denote the set of all finite, even Borel measures on the
unit sphere. The map C : Me(S

n−1) → Ce(S
n−1), μ �→ C(μ), given by

C(μ)(u) :=
∫

Sn−1
|〈u, x〉| μ(dx), u ∈ S

n−1,

is called the cosine transform on the space Me(S
n−1), and C(μ) is the cosine

transform of the measure μ. Theorem 4.14 expresses the fact that the cosine
transform C is injective on Me(S

n−1).

Corollary 4.4 A centrally symmetric convex body K ∈ Kn with dim K = n is
uniquely determined (up to translations) by its projection function v(K, ·).
Proof Let K,L be n-dimensional, centrally symmetric convex bodies satisfying
v(K, ·) = v(L, ·). Then, by Theorem 4.12 it follows that Sn−1(K, ·) and Sn−1(L, ·)
are even measures with equal cosine transforms. Now Theorem 4.14 shows that
Sn−1(K, ·) = Sn−1(L, ·). By Theorem 4.3, this in turn implies that K and L

are translates of each other, since both sets are n-dimensional. This completes the
argument. ��
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The cosine transform C is an injective map from Me(S
n−1) to Ce(S

n−1).
However, it is not surjective, since the homogeneous extension of C(μ), for some
μ ∈ Me(S

n−1), is a support function and hence all directional derivatives exist.
In other words, the cosine transform has some regularizing effect on a measure. In
order to obtain a bijective correspondence, it is therefore natural to either extend
(say, to distributions) or restrict (say, to C∞

e (Sn−1) functions) the domain and the
co-domain suitably. Using expansions of functions on the sphere into spherical
harmonics, the following result can be shown.

Theorem 4.15 The cosine transform C : C∞
e (Sn−1) → C∞

e (Sn−1), defined by

(Cf )(u) :=
∫

Sn−1
|〈u, x〉|f (x)Hn−1(dx), u ∈ S

n−1,

for f ∈ C∞
e (Sn−1), is a linear bijection and a self-adjoint linear operator in

L2(Sn−1,Hn−1).

For a proof, we refer to [78, Corollary 5.6], where the main work is accomplished
in Appendix A, which offers a self-contained introduction to spherical harmonics
and basic harmonic analysis on S

n−1; see also the Appendix on spherical harmonics
in [81] and [81, Theorem 3.5.4], which provides an alternative proof of the
injectivity of the cosine transform on Me(S

n−1) and further states that if G ∈
Ck

e(S
n−1) for an even integer k ≥ n + 2, then there is some g ∈ Ce(S

n−1) such
that G = C(g). This indicates that as the degree of smoothness of G increases, g

also gets increasingly smooth.
Let us consider some geometric consequences. The class Zn of zonoids in R

n has
been defined as the closure with respect to the Hausdorff metric of the class of all
finite Minkowski sums of segments. Hence, the zonoids form a closed subset in the
space of centrally symmetric convex bodies. For n = 2, Exercise 4.4.2 shows that
Z2 is just the set of all centrally symmetric convex bodies in the plane. It follows
from Exercise 4.4.7 that Zn, for n ≥ 3, is nowhere dense in the space of centrally
symmetric convex bodies. In fact, any centrally symmetric convex body can be
approximated by centrally symmetric convex polytopes which have a support set
that is not centrally symmetric.

In order to arrive at a dense class of bodies, it is natural to consider “differences
of zonoids”.

Definition 4.4 A convex body K ∈ Kn is called a centred generalized zonoid if
there are centred zonoids Z1, Z2 ∈ Zn such that Z2 = K+Z1. Generalized zonoids
are translates of centred generalized zonoids.

It is clear that zonoids are also generalized zonoids. Moreover, their support
functions have an integral representation which extends the one for zonoids in a
natural way.
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Lemma 4.8 A convex body K ∈ Kn is a centred generalized zonoid if and only if
there is an even signed Borel measure � on S

n−1 such that

hK(u) =
∫

Sn−1
|〈u, x〉| �(dx), u ∈ S

n−1. (4.22)

Proof Let K ∈ Kn be a centred generalized zonoid and Z2 = K + Z1 with centred
Z1, Z2 ∈ Zn. Then there are measures �1, �2 ∈ Me(S

n−1) such that

hZi (u) =
∫

Sn−1
|〈u, x〉| �i(dx), u ∈ S

n−1, (4.23)

for i = 1, 2, and thus hK = hZ2 − hZ1 and (4.23) yield (4.22) with the finite even
signed Borel measure � = �2 − �1.

For the converse, we use the Hahn–Jordan decomposition of � (see Theorem
4.1.4, Corollary 4.1.5 and the subsequent remark on p. 125 in [26]) which provides
finite Borel measures �1, �2 on S

n−1 with � = �2 − �1. Since

�2(A) = sup{�(B) : B ∈ B(Sn−1), B ⊂ A},

it follows that �2 is even, and hence the same is true for �1. Defining Z1, Z2
by (4.23), we get hK = hZ2 − hZ1 , and hence Z2 = K + Z1. ��

It is evident from the definition that generalized zonoids are centrally symmetric.
Moreover it follows from Exercise 4.4.7 that all support sets of generalized zonoids
are centrally symmetric. Hence a cross-polytope K2 := {x ∈ R

n : |x1|+· · ·+|xn| ≤
1} (see Exercise 2.3.9) is an example of a centrally symmetric convex body which is
not a generalized zonoid. In particular, for n ≥ 3 the generalized zonoids constitute
a genuine subset of the centrally symmetric convex bodies. If Z is a generalized
zonoid and a polytope, then all faces of Z are centrally symmetric and hence Z is a
zonotope by Exercise 4.4.3. However, we have the following important result.

Theorem 4.16 The generalized zonoids form a dense subset in the space of
centrally symmetric convex bodies.

Proof The proof is based on two ingredients. The first is an approximation
argument, which is of independent interest. Let h = hK be the support function
of a convex body K ∈ Kn. For ε > 0 let ϕ : [0,∞) → [0,∞) be of class C∞ with
support in [ε/2, ε] and

∫
Rn ϕ(‖z‖) dz = 1. Define a convolution type transformation

T h of h by

(T h)(x) :=
∫

Rn

h(x + ‖x‖z)ϕ(‖z‖) dz, x ∈ R
n.

Then T h is a support function and T h ∈ C∞(Rn \ {0}). Moreover, if T K is defined
by hT K = T hK , then d(K, T K) ≤ R ε if K ⊂ B(0, R), R > 0. For a detailed
proof of these facts, we refer to [81, p. 183–5].
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Clearly, T K is centrally symmetric with respect to 0 if this is the case for K .
This shows that centrally symmetric convex bodies with support functions of class
C∞ are dense in the space of centrally symmetric convex bodies.

The second ingredient is Theorem 4.15. If combined with Lemma 4.8, it yields
that centrally symmetric convex bodies with support functions of class C∞ are
generalized zonoids with a generating measure of the form g dHn−1 with a density
function g ∈ C∞

e (Sn−1). ��

Exercises and Supplements for Sect. 4.4

1. Show that even polynomials restricted to S
n−1 form a dense subspace of

Ce(S
n−1).

2. Show that a planar centrally symmetric convex body K ∈ K2 is a zonoid.
3.* Let n ≥ 3 and let P ∈ Kn be a polytope. Show that P is a zonotope if and only

if all 2-faces of P are centrally symmetric. In fact, all faces of a zonotope are
again zonotopes and hence centrally symmetric.

One way to prove this is to establish first the following assertion. If P ∈ Pn

is an n-polytope, n ≥ 3, with centrally symmetric facets, then P is centrally
symmetric.

This can be deduced, for instance, by starting with the proof of the following
fact.

Let P ∈ Pn be an n-dimensional polytope, let P1, . . . , Pm ∈ Pn be n-
dimensional, centrally symmetric polytopes such that P = P1 ∪ . . . ∪ Pm,
Pi ∩ Pj is the empty set or a face of both, Pi and Pj , for i, j = 1, . . . ,m.
Further, assume that each facet of P is a facet of precisely one of the polytopes
P1, . . . , Pm. Then P is centrally symmetric.

4. Let Z ∈ Kn be a zonoid and u1, . . . , uk ∈ S
n−1. Show that there exists a

zonotope P which is the sum of at most k segments such that

hZ(ui) = hP (ui), i = 1, . . . , k.

5. Let P,Q ∈ Pn be zonotopes, and let K ∈ Kn be a convex body such that
P = K + Q. Show that K is also a zonotope.

6.* (a) Let a, b, c ∈ R. Prove Hlawka’s inequality

|a + b| + |a + c| + |b + c| ≤ |a| + |b| + |c| + |a + b + c|.

(b) A positively homogeneous function f : R
n → [0,∞) is said to satisfy

Hlawka’s inequality if

f (x + y) + f (x + z) + f (y + z) ≤ f (x) + f (y) + f (z) + f (x + y + z)
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for x, y, z ∈ R
n. Show that the function h : Rn → [0,∞) given by

h(x) =
k∑

i=1

αi |〈x, xi〉|

with k ∈ N, αi ≥ 0 and xi ∈ R
n for i = 1, . . . , k satisfies Hlawka’s

inequality.
(c) Show that if P ∈ Pn is a zonotope, then hP satisfies Hlawka’s inequality

(∗) hP (x) + hP (y) + hP (z) + hP (x + y + z)

≥ hP (x + y) + hP (x + z) + hP (y + z),

for x, y, z ∈ R
n. (In fact, the support function of a zonoid also satisfies

Hlawka’s inequality.)
(d) Show the converse of (c) (Witsenhausen’s Theorem): If P ∈ Pn and hP

satisfies Hlawka’s inequality, then P is a zonotope.
7. Let Z ∈ Kn be a (generalized) zonoid. For e ∈ S

n−1, we define the open
hemisphere Ωn−1

e := {u ∈ S
n−1 : 〈u, e〉 > 0} and the equator Sn−1

e := {u ∈
S

n−1 : 〈u, e〉 = 0}.
(a) For e ∈ S

n−1, show that the support set Z(e) of Z is again a (generalized)
zonoid and that

hZ(e)(v) =
∫

S
n−1
e

|〈v, u〉| μ(Z, du) + 〈xe, v〉, v ∈ S
n−1,

where

xe := 2
∫

Ωn−1
e

u μ(Z, du).

In particular, this shows that Z has centrally symmetric faces.
(b) Use (a) to show that a (generalized) zonoid which is a polytope must be a

zonotope.

8.* Let f : S
n−1 → R be an even function which is integrable with respect to

spherical Lebesgue measure σ = Hn−1 on S
n−1. Define the function h : Rn →

R by

h(x) =
∫

Sn−1
|〈x, u〉|f (u) σ(du), x ∈ R

n.
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(a) Show that h is continuously differentiable on R
n \ {0} with

∇h(x) =
∫

Sn−1
sgn(〈x, u〉)uf (u) σ(du), x ∈ R

n \ {0},

where sgn(0) = 0, sgn(a) = 1 if a > 0, and sgn(a) = −1 if a < 0.
(b) If f is continuous, then h ∈ C2(Rn \ {0}) and

d2h(e; x, y) = 2

‖e‖
∫

S
n−1
e

〈u, x〉〈u, y〉f (u)Hn−2(du),

for e ∈ R
n \ {0} and x, y ∈ R

n.
(c) Part (b) yields a result due to Lindquist [61] stating that for a continuous

function f the function h = hf is a support function if and only if

∫

S
n−1
e

〈u, x〉2f (u)Hn−2(du) ≥ 0

for all e ∈ S
n−1 and all x ∈ S

n−1
e .

9. (a) Show that the map K �→ ΠK is continuous on Kn.
(b) Let K ∈ K2 with K = −K . Show that

ΠK = ϑ(2K),

where ϑ is the rotation by the angle π
2 .

(c) Reconsider Exercise 4.4.2.
10. Let K,L ∈ Kn. Show that

V (K, . . . ,K,ΠL) = V (L, . . . , L,ΠK).

11. Let K,M ∈ Kn and L := ΠM . If

Vn−1(K|u⊥) ≤ Vn−1(L|u⊥) for u ∈ S
n−1,

then

Vn(K) ≤ Vn(L).

12. Let K,L ∈ Kn. Show that the following statements are equivalent.

(a) Vn−1(K|u⊥) ≤ Vn−1(L|u⊥) for u ∈ S
n−1.

(b) F(ϕK) ≤ F(ϕL) for all regular affine transformations ϕ of Rn.
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4.5 Valuations

Let S denote a family of subsets of R
n which is intersectional, that is, for any

two sets their intersection belongs to S. In the following, we assume that ∅ ∈ S.
Examples of intersectional families are Kn, Pn, or boxes with parallel axes. We do
not change our notation for Kn, Pn, although the empty set should be included, in
this section.

Definition 4.5 Let S be an intersectional class in R
n. A functional ϕ on S with

values in some abelian group is called a valuation (or is said to be additive) if

ϕ(K ∪ L) + ϕ(K ∩ L) = ϕ(K) + ϕ(L)

whenever K,L,K ∪ L ∈ S. Moreover, we require ϕ(∅) = 0.

Examples of valuations are measures (volume, volume with density), intrin-
sic volumes (obtained via the Steiner formula for the volume of parallel sets).
Moreover, general mixed volumes give rise to a variety of valuations, as stated in
Exercise 4.5.6. There are many more examples such as the support function, mixed
area measures, the identity map on convex bodies, the polar map on convex bodies
containing the origin in their interiors.

In the definition of a valuation it is required that the union is still in the domain
so that the functional can be applied. On the other hand, it would be desirable to
extend the domain of a valuation so that together with two convex bodies (say) it
also contains the union and so that additivity is preserved on the larger domain. This
leads to the set U(Kn) of finite unions of convex bodies (polyconvex sets). We call
U(Kn) the convex ring of Rn and write Rn for this set. More generally the question
arises whether a valuation on an intersectional family S in R

n can be extended as an
additive functional to the (possibly) larger domain U(S) of finite unions of elements
of S. It would be natural to define, for instance,

ϕ(K ∪ L) = ϕ(K) + ϕ(L) − ϕ(K ∩ L), K,L ∈ S.

However, it is not clear whether the right-hand side is independent of the particular
representation of K ∪ L in terms of K and L.

The general extension problem on Kn (without any additional hypothesis on the
functional) is open. However, the problem can be completely resolved on Pn, and
this can be used to establish an extendability result for functionals on Kn which
have some weak continuity property. In considering extensions to finite unions of
elements from an intersectional class S, the following notion is natural. We denote
by S(m), m ∈ N, the set of all nonempty subsets of {1, . . . ,m}, for v ∈ S(m) we
write |v| for the cardinality of v, and Kv := ∩i∈vKi for given K1, . . . ,Km ∈ S.
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Definition 4.6 Let S be an intersectional class in R
n. A functional ϕ on S with

values in some abelian group is called fully additive if

ϕ(K1 ∪ · · · ∪ Km) =
∑

v∈S(m)

(−1)|v|−1ϕ(Kv), (4.24)

whenever m ∈ N, K1, . . . ,Km ∈ S, and K1 ∪ · · · ∪ Km ∈ S.

It is clear that a functional ϕ which is additive on U(S) has to be fully
additive, that is, it satisfies the inclusion-exclusion principle as stated in the
definition (and more generally also for sets in U(S)). In the following, we study the
reverse conclusion and show that full additivity, as stated in the definition, yields
extendability.

The following theorem is stated for a general intersectional class, since we will
apply it for both, polytopes and general convex bodies.

Theorem 4.17 Let ϕ be a functional on an intersectional class S with values in
some abelian group. If ϕ is fully additive, then ϕ can be additively extended to
U(S).

Proof Let ϕ be a fully additive function on S. Let K ∈ U(S) have representations

K = K1 ∪ · · · ∪ Kk = L1 ∪ · · · ∪ Ll

with Ki,Lj ∈ S, and set τ = (K1, . . . ,Kk) and σ = (L1, . . . , Ll). Let v ∈ S(k).
Since

Kv =
l⋃

j=1

(Kv ∩ Lj) ∈ S with Kv ∩ Lj ∈ S

and ϕ is fully additive, we get

ϕ(Kv) =
∑

w∈S(l)

(−1)|w|−1ϕ(Kv ∩ Lw).

Hence,

ϕ(K, τ) : =
∑

v∈S(k)

(−1)|v|−1ϕ(Kv)

=
∑

v∈S(k)

∑

w∈S(l)

(−1)|v|+|w|ϕ(Kv ∩ Lw)

= ϕ(K, σ),
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by symmetry. Therefore, we can unambiguously define

ϕ(K) := ϕ(K, τ),

which yields a consistent extension of ϕ from S to U(S). It remains to prove that ϕ

is additive on U(S). Hence, let K,L ∈ U(S) be given with representations

K = K1 ∪ · · · ∪ Kk, L = L1 ∪ · · · ∪ Ll

and Ki,Lj ∈ S. Then

K ∪ L =
k⋃

i=1

Ki ∪
l⋃

j=1

Lj

and

K ∩ L =
k⋃

i=1

l⋃

j=1

(Ki ∩ Lj ).

Then we have

ϕ(K) =
∑

v∈S(k)

(−1)|v|−1ϕ(Kv),

ϕ(L) =
∑

w∈S(l)

(−1)|w|−1ϕ(Lw),

ϕ(K ∪ L) =
∑

v∈S(k)

(−1)|v|−1ϕ(Kv) +
∑

w∈S(l)

(−1)|w|−1ϕ(Lw)

+
∑

a∈S(k),b∈S(l)

(−1)|a|+|b|−1ϕ(Ka ∩ Lb).

We shortly write S(k, l) for S({1, . . . , k} × {1, . . . , l}). For a set c ∈ S(k, l), we
define π1(c) as the set of all i ∈ {1, . . . , k} for which there is some j ∈ {1, . . . , l}
such that (i, j) ∈ c, and π2(c) is similarly defined. Then we have

ϕ(K ∩ L) =
∑

c∈S(k,l)

(−1)|c|−1ϕ
(
Kπ1(c) ∩ Lπ2(c)

)

=
∑

a∈S(k),b∈S(l)

∑

c∈S(k,l),
π1(c)=a,π2(c)=b

(−1)|c|−1ϕ(Ka ∩ Lb).

To conclude the proof, we need the following purely combinatorial result.
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Claim For a ∈ S(k), b ∈ S(l),

∑

c∈S(k,l),
π1(c)=a,π2(c)=b

(−1)|c|−1 = (−1)|a|+|b|.

Proof (of Claim) We proceed by induction over |b| ≥ 1. If |b| = 1 and b = {b0},
then c = {(i, b0) : i ∈ a} is uniquely determined and the assertion is clear. Now we
assume that a, b are given with |b| ≥ 2 and the assertion is true for a′, b′ with |b′| <

|b|. By symmetry we can assume that a = {1, . . . , a0}, b = {1, . . . , b0, b0 + 1}
with a0, b0 ≥ 1. Let c ∈ S(k, l) with π1(c) = a and π2(c) = b. Then there is
some k ∈ {1, . . . , a0} and there are indices 1 ≤ i1 < . . . < ik ≤ a0 such that
(i, b0 + 1) ∈ c if and only if i ∈ {i1, . . . , ik}. Let c′ denote the set obtained from
c by removing these k pairs (i, b0 + 1). There are

(
a0
k

)
possible choices for these

indices. Then c′ ∈ S(k, l) and π1(c
′) = a, π2(c

′) = b′ := {1, . . . , b0}. Conversely,
any choice of such a set c′ and of k indices, as just described, leads to a set c. Thus
we obtain

∑

c∈S(k,l),
π1(c)=a,π2(c)=b

(−1)|c|−1 =
∑

c′∈S(k,l),

π1(c′)=a,π2(c′)=b′

a0∑

k=1

(
a0

k

)

(−1)|c′|+k−1

=
∑

c′∈S(k,l),

π1(c′)=a,π2(c′)=b′

(−1)|c′|−1
a0∑

k=1

(
a0

k

)

(−1)k

=
∑

c′∈S(k,l),

π1(c′)=a,π2(c′)=b′

(−1)|c′|−1 · (−1)

= (−1)|a|+|b′| · (−1) = (−1)|a|+|b|,

where the induction hypothesis was used for the second to last equation. ��
This completes the proof of the theorem. ��

Next we consider additive functionals on S = Pn and study the extendability
problem. It turns out that for this particular intersectional class a condition weaker
than additivity always implies that full additivity is satisfied. Finally, we prove a
(slightly stronger) version of Groemer’s extendability result for S = Kn, which
uses σ -continuity of the functional as an additional hypothesis.

Definition 4.7 Let ϕ be a functional on Pn with values in some abelian group.
Then ϕ is said to be weakly additive if for P ∈ Pn and all hyperplanes H with
corresponding closed halfspaces H+,H−, bounded by H , the relation

ϕ(P ) = ϕ(P ∩ H+) + ϕ(P ∩ H−) − ϕ(P ∩ H)

is satisfied.
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Clearly, additivity yields weak additivity on Pn. The following stronger converse
is surprising.

Theorem 4.18 Every weakly additive function on Pn with values in some abelian
group is fully additive on Pn.

Proof Let ϕ be a weakly additive function on Pn. For convex polytopes
P,P1, . . . , Pm ∈ Pn with P = P1 ∪· · ·∪Pm we use the notations (P1, . . . , Pm) =:
τ and

ϕ(P, τ) :=
∑

v∈S(m)

(−1)|v|−1ϕ(Pv). (4.25)

Then we have to show that

ϕ(P, τ) = ϕ(P ). (4.26)

For the proof, we use induction over n. For n = 0, the assertion is clear. Hence,
we assume that n ≥ 1 and that the assertion is true in spaces of smaller dimension.
Without loss of generality, we may assume that dim P = n. As a first special case,
we assume that one of the polytopes P1, . . . , Pm, say P1, is equal to P . Then any
summand

(−1)|v|−1ϕ(Pv)

with v = {i1, . . . , ir }, 1 ≤ i1 < · · · < ir ≤ m, and i1 > 1 in the right-hand side
of (4.25) is cancelled by the summand

(−1)|v|ϕ(P1 ∩ Pv) = (−1)|v|ϕ(Pv).

Thus, only the summand ϕ(P1) = ϕ(P ) remains. This shows that (4.26) holds and
henceforth this first case is already confirmed.

For given n, we prove (4.26) by induction over m. The case m = 1 is clear. Hence
we can assume that m ≥ 2 and the assertion is true for all representations of P as
unions of fewer than m polytopes. As a second special case, we assume that one
of the polytopes P1, . . . , Pm, say Pm, is of dimension less than n. Since P is the
closure of its interior, we must have P = P1 ∪ · · · ∪ Pm−1 and Pm ⊂ P . Hence
Pm = (P1 ∩ Pm) ∪ · · · ∪ (Pm−1 ∩ Pm). Since these are unions of fewer than m

polytopes, the induction hypothesis gives

ϕ(P ) =
∑

v∈S(m−1)

(−1)|v|−1ϕ(Pv)
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and

0 = ϕ(Pm) −
∑

v∈S(m−1)

(−1)|v|−1ϕ(Pv ∩ Pm).

Adding these two inequalities, we get (4.26). Also this special case is confirmed.
The n-polytope P1 is properly contained in P (having excluded the two special

cases). Hence it has a facet whose affine hull H meets int P . The two closed
halfspaces, bounded by H , are denoted by H+,H−, where P1 ⊂ H+. Since ϕ

is weakly additive, we have

ϕ(P ) = ϕ(P ∩ H+) + ϕ

(
m⋃

i=1

(Pi ∩ H−)

)

− ϕ

(
m⋃

i=1

(Pi ∩ H)

)

.

Relation (4.26) can be applied to the second term on the right-hand side, since
dim(P1 ∩ H−) < n (second special case). The relation also holds for the third
term, since it holds in smaller dimensions. Furthermore, for any v ∈ S(m) we have

ϕ(Pv ∩ H−) − ϕ(Pv ∩ H) = ϕ(Pv) − ϕ(Pv ∩ H+)

by the assumed weak additivity. Rearranging terms, we get

ϕ(P ) − ϕ(P, τ) = ϕ(P ∩ H+) − ϕ(P ∩ H+, τ+),

where τ+ = (P1 ∩ H+, . . . , Pm ∩ H+). We have P1 ⊂ P ∩ H+. If P1 is properly
contained in P ∩H+, then we can repeat the procedure with P,P1, . . . , Pm replaced
by their intersection with H+. After finitely many such repetitions, the remaining
polytope is P1. But then we are finished by the first special case. This completes the
double induction and the proof. ��

Combining Theorems 4.17 and 4.18, we obtain the following result.

Corollary 4.5 Every weakly additive functional on Pn with values in some abelian
group has an additive extension to U(Pn).

For the following result, we define a weak form of continuity. A function ϕ from
Kn into some topological (Hausdorff) vector space is called σ -continuous if for
every decreasing sequence (Ki)i∈N in Kn the condition

lim
i→∞ ϕ(Ki) = ϕ

(
⋂

i∈N
Ki

)

is satisfied. Clearly, continuity yields σ -continuity, since a decreasing sequence
of convex bodies converges in the Hausdorff metric to the intersection (exercise,
see the argument for the completeness of the space of convex bodies). Hence, the



202 4 From Area Measures to Valuations

following theorem in particular shows that a continuous valuation on Kn has an
additive extension to U(Kn).

The following result is a mild extension of a result due to Groemer.

Theorem 4.19 Let ϕ be a function on Kn with values in a topological vector space.
If ϕ is weakly additive on Pn and is σ -continuous on Kn, then ϕ has an additive
extension to U(Kn).

Proof Let ϕ satisfy the assumptions of Theorem 4.19. Let K1, . . . ,Km ∈ Kn be
convex bodies such that K1 ∪ · · · ∪ Km ∈ Kn. We apply Exercise 3.1.15 on the
simultaneous approximation of convex bodies and their convex union by convex
polytopes. Specifically, we use this exercise with Ki replaced by Ki + 2−kBn, k ∈
N, and with ε = 2−k . Note that

⋃m
i=1(Ki + 2−kBn) = (⋃m

i=1 Ki

) + 2−kBn is

convex. Then we get polytopes P
(k)
1 , . . . , P

(k)
m with convex union and such that

Ki + 2−kBn ⊂ P
(k)
i ⊂ Ki + 21−kBn. Each sequence (P

(k)
i )k∈N is decreasing. By

Theorem 4.18, the function ϕ is fully additive on Pn, hence

ϕ(P
(k)
1 ∪ · · · ∪ P (k)

m ) =
∑

v∈S(m)

(−1)|v|−1ϕ(P (k)
v ).

Since
⋂

k∈N

(
P

(k)
1 ∪ · · · ∪ P (k)

m

)
= K1 ∪ · · · ∪ Km

and
⋂

k∈N
P (k)

v = Kv if Kv �= ∅,

the σ -continuity of ϕ yields

ϕ(K1 ∪ · · · ∪ Km) =
∑

v∈S(m)

(−1)|v|−1ϕ(Kv).

Thus, ϕ is fully additive on Kn. By Theorem 4.17, ϕ has an additive extension to
U(Kn). This proves the result. ��

The following characterization theorem is a key result in the theory of valuations
with many applications (as we shall see in Chap. 5). At some point of the argument,
Theorem 4.19 will be used.

Theorem 4.20 (Hadwiger’s Characterization Theorem) Let ϕ : Kn → R be an
additive, continuous functional which is invariant under proper rigid motions. Then
there are constants c0, . . . , cn ∈ R such that

ϕ =
n∑

i=0

ci Vi.
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The main point of the proof consists in establishing the following special case.
A subsequent induction argument over the dimension then yields the general result.
The current approach is due to Dan Klain [51, 53]. For the classical approach due to
Hugo Hadwiger, see [43].

A functional ϕ : Kn → R is said to be simple if ϕ(K) = 0 whenever dim(K) < n.

Proposition 4.1 Let ϕ : Kn → R be a simple, additive, continuous functional
which is invariant under proper rigid motions. Suppose that ϕ(Cn) = 0 for the unit
cube Cn. Then ϕ = 0.

Proof We proceed by induction over the dimension n of the space. For n = 0 there
is nothing to show. Let n = 1. Then ϕ is zero on one-pointed sets and on (closed line)
segments of unit length. Define f (a) := ϕ(Ia), where Ia is a segment of length a;
this is independent of the position, since ϕ is translation invariant. By additivity and
concatenation of segments, it follows that f satisfies Cauchy’s functional equation
f (a + b) = f (a) + f (b) for a, b ≥ 0. Moreover, f is continuous, since ϕ is
continuous. Hence f is linear. Since f (1) = 0, we get f = 0. This shows that ϕ

vanishes in segments.
Let n ≥ 2 and suppose the assertion is established in smaller dimensions. Let

H ⊂ R
n be a hyperplane and I a segment of length 1 which is orthogonal to H .

For convex bodies K ⊂ H , we define ψ(K) := ϕ(K + I). Then ψ is additive
(Exercise 4.5.3) and continuous. If H = R

n−1 = R
n−1 × {0}, then ψ is also rigid

motion invariant and vanishes if dim K < n− 1 or K is the unit cube. Hence ψ = 0
by the induction hypothesis, first for the special choice of H , but then for all H by
the rigid motion invariance. Hence ϕ(K + I) = 0 whenever I is a unit segment
orthogonal to H . Arguing as for n = 1 we obtain that ϕ(K + S) = 0 for all closed
segments S orthogonal to H . This shows that ϕ vanishes on orthogonal cylinders
with convex base.

Let K ⊂ H be a convex body again, and let S = conv{0, s} be a segment not
parallel to H . If m ∈ N is sufficiently large, then the cylinder Z := K + mS can be
cut by a hyperplane H0 orthogonal to S so that the two closed halfspaces H+

0 ,H−
0

bounded by H0 satisfy K ⊂ H−
0 and K + ms ⊂ H+

0 . Then

Z0 := (
(Z ∩ H−

0 ) + ms
) ∪ (Z ∩ H+

0 )

is an orthogonal cylinder, and we deduce that

mϕ(K + S) = ϕ(Z) = ϕ(Z0) = 0.

Hence ϕ vanishes on arbitrary cylinders with convex base.
Let P ∈ Pn and let S be a segment. Then the polytope P +S has a decomposition

P + S =
k⋃

i=1

Pi,
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where P1 = P and Pi , for i > 1, is a convex cylinder such that dim(Pi ∩Pj ) < n for
i �= j . Thus, using Corollary 4.5 we get ϕ(K + S) = ϕ(K), first for a polytope and
then for a general convex body K . But then ϕ(K +Z) = ϕ(K), first for a zonotope,
but then also for a zonoid Z. In particular, this also yields ϕ(Z) = 0 for a zonoid
Z. Now let K be a generalized zonoid. Hence, Z2 = K + Z1 with zonoids Z1, Z2.
But then ϕ(K) = ϕ(K + Z1) = ϕ(Z2) = 0. Since generalized zonoids are dense
in the centrally symmetric convex bodies, we finally get ϕ(K) = 0 whenever K is
centrally symmetric.

Now let � ⊂ R
n be a simplex, say � = conv{0, v1, . . . , vn}. Furthermore, let

v := v1 + · · · + vn and � = conv{v, v − v1, . . . , v − vn}, so that �0 = −� +
v. The vectors v1, . . . , vn span a parallelotope P . It is the union of the simplices
�0,� and the part of P , denoted by Q, that lies between the hyperplanes spanned
by v1, . . . , vn and v − v1, . . . , v − vn, respectively. The polytope Q is centrally
symmetric, and � ∩ Q,�0 ∩ Q are of dimension n − 1. Hence we get

0 = ϕ(P ) = ϕ(�) + ϕ(Q) + ϕ(�0),

thus we conclude ϕ(−�) = −ϕ(�).
If the dimension n is even, then �0 is obtained from � by a proper rigid motion

(a reflection in the origin), and the invariance of ϕ under proper rigid motions thus
yields ϕ(�) = 0.

If the dimension n > 1 is odd, we decompose ϕ as follows (see [80, p. 17]). Let z

be the center of the inscribed ball of �, and let pi be the point where this ball touches
the facet Fi of � for i = 1, . . . , n + 1. For i �= j , let Qij be the convex hull of the
face Fi ∩ Fj and the points z, pi, pj . The polytope Qij is invariant under reflection
in the hyperplane spanned by Fi ∩ Fj and z. If Q1, . . . ,Qm are the polytopes Qij

for 1 ≤ 1 < j ≤ n + 1 in any order, then � = Q1 ∪ · · · ∪ Qm and any two of
these polytopes have a lower-dimensional intersection. Since −Qr is the image of
Qr under a proper rigid motion, namely a reflection in a hyperplane followed by a
reflection in a point, we have

ϕ(−�) =
m∑

r=1

ϕ(−Qr) =
m∑

r=1

ϕ(Qr) = ϕ(�).

This finally yields ϕ(�) = 0.
Since any polytope can be decomposed into simplices (Exercise 4.5.2) and

polytopes are dense in the convex bodies, this completes the induction argument,
and hence the proof is finished. ��
Proof (of Theorem 4.20) We again use induction with respect to the dimension n.
For n = 0, the assertion is clear. Suppose that n ≥ 1 and the assertion has been
proved in dimensions less than n. Let H ⊂ R

n be a hyperplane. If H = R
n−1 ×{0},

then the restriction of ϕ to the convex bodies lying in H is additive, continuous and
invariant under proper rigid motions of H into itself. By the induction hypothesis,
there are constants c0, . . . , cn−1 so that ϕ(K) = ∑n−1

i=0 ciVi(K) for convex bodies
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K ⊂ H . The intrinsic volume Vi(K) is independent of the subspace in which K

lies. By the rigid motion invariance of ϕ and Vi , the relation ϕ(K) = ∑n−1
i=0 ciVi(K)

holds for all hyperplanes, and hence for all K ∈ Kn with dim K ≤ n − 1. But then
the function ψ , defined by

ψ(K) := ϕ(K) −
n∑

i=0

ciVi(K)

for K ∈ Kn, where cn is chosen so that ψ vanishes at a fixed unit cube, satisfies the
assumptions of Proposition 4.1. This yields the result. ��

A valuation ϕ : Kn → R is called even if ϕ(−K) = ϕ(K) for K ∈ Kn, it is
called odd if ϕ(−K) = −ϕ(K) for K ∈ Kn. Each valuation ϕ : Kn → R can be
decomposed into an even and an odd part by

ϕ(K) = 1

2
(ϕ(K) + ϕ(−K)) + 1

2
(ϕ(K) − ϕ(−K)), K ∈ Kn.

Apparently, the intrinsic volumes are all even valuations. Hence, a valuation
which is rigid motion invariant and continuous is necessarily even. This is a
straightforward consequence of Hadwiger’s characterization theorem. In fact, the
proof of Hadwiger’s characterization theorem provides further insights into the
structure of translation invariant, continuous valuations. This is discussed in the
exercises and supplements below.

Hadwiger has also proved a characterization result where the assumption of
continuity is replaced by monotonicity.

Theorem 4.21 (Hadwiger’s Second Characterization Theorem) Let ϕ : Kn →
R be an additive, increasing functional which is invariant under proper rigid
motions. Then there are nonnegative constants c0, . . . , cn ∈ R such that

ϕ =
n∑

i=0

ci Vi.

It was shown by McMullen [70] that a translation invariant, increasing valu-
ation on Kn is continuous. Hence, Hadwiger’s second characterization theorem
is a straightforward consequence of Theorem 4.20. By McMullen’s observation,
monotonicity is the stronger assumption as compared to continuity in this context.
This raises the question whether an even more elementary proof of Hadwiger’s
second theorem is possible. In fact, it is not hard to show that if ϕ : Kn → R is
a translation invariant, increasing, simple additive functional, then ϕ is a positive
multiple of the volume (see Exercise 4.5.4). This is exactly the counterpart to
Proposition 4.1. However, it is not clear how this could be used in the induction
step as in the proof of Theorem 4.20, since the difference of increasing functionals
need not be increasing in general.
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Exercises and Supplements for Sect. 4.5

1. Show that a decreasing sequence of convex bodies converges in the Hausdorff
metric to the intersection.

2. Show that any polytope can be decomposed into simplices.
3. Let ϕ : Kn → R be additive, continuous, and rigid motion invariant. Let H =

R
n−1 be a hyperplane and I a segment of length 1 which is orthogonal to H .

For convex bodies K ⊂ H , define ψ(K) := ϕ(K +I). Show that ψ is additive,
continuous and rigid motion invariant with respect to H .

4.* Let f : Pn → R be translation invariant, simple, additive and increasing. Show
that there is a constant c ≥ 0 such that f = c Vn.

5. Let K,K ′ ∈ Kn and K ∪ K ′ ∈ Kn. Show that

(a) (K ∩ K ′) + (K ∪ K ′) = K + K ′,
(b) (K ∩ K ′) + M = (K + M) ∩ (K ′ + M), for all M ∈ Kn,
(c) (K ∪ K ′) + M = (K + M) ∪ (K ′ + M), for all M ∈ Kn.

6. Let ϕ(K) := V (K[j ],Mj+1, . . . ,Mn), where K ∈ Kn, and where the convex
bodies Mj+1, . . . ,Mn ∈ Kn are fixed. Show that ϕ is additive.

7. Show that the mappings K �→ Sj (K,A) (and similarly for more general mixed
area measures) are additive on Kn, for all j ∈ {0, . . . , n} and all Borel sets
A ⊂ S

n−1.
8. Show that the convex ring U(Kn) is dense in Cn in the Hausdorff metric.
9. Let T2 denote an equilateral triangle in R

2. For K ∈ K2, define the functional
ϕ(K) := V (K + T2) − V (K + (−T2)). Show that ϕ �= 0 and ϕ is a translation
invariant, continuous, simple, odd, and additive functional.

10. Let ϕ : Kn → R be a translation invariant, continuous and simple valuation.
Then there is a constant c ∈ R such that ϕ(K)+ϕ(−K) = cVn(K) for K ∈ Kn.
Hence, if ϕ is also even, then ϕ is proportional to the volume functional.

11. Let ϕ : Kn → R be a translation invariant, continuous and simple valuation
which is odd. Then there is an odd continuous function f ∈ C(Sn−1) such that

ϕ(K) =
∫

Sn−1
f (u) Sn−1(K, du), K ∈ Kn.

The function f is uniquely determined up to a linear function.
12. By Exercises 4.5.10 and 4.5.11, a characterization of all translation invariant,

continuous and simple valuations on Kn is obtained. More is known about
translation invariant, weakly continuous (simple) valuations on polytopes.



Chapter 5
Integral-Geometric Formulas

In this chapter, we discuss various integral formulas for intrinsic volumes, which
are based on projections, sections or sums of convex bodies. We shall also discuss
some applications of a stereological nature.

As a motivation, we start with the formula for the projection function v(K, ·)
from Theorem 4.12. Integrating v(K, u) over all u ∈ S

n−1 with respect to the
spherical Lebesgue measure σ = Hn−1 on S

n−1 and using Fubini’s theorem, we
obtain

∫

Sn−1
v(K, u) σ(du) =

∫

Sn−1

1

2

∫

Sn−1
|〈u, x〉| Sn−1(K, dx) σ (du)

=
∫

Sn−1

1

2

∫

Sn−1
|〈u, x〉| σ(du) Sn−1(K, dx)

=
∫

Sn−1
v(Bn, x) Sn−1(K, dx)

= 2κn−1Vn−1(K).

Since v(K, u) = Vn−1(K|u⊥), we may replace the integration over Sn−1 by an
integration over the space G(n, n−1) of (n−1)-dimensional linear subspaces of Rn,
by considering the normalized image measure νn−1 of spherical Lebesgue measure
σ under the mapping u �→ u⊥. Then we get

∫

G(n,n−1)

Vn−1(K|L) νn−1(dL) = 2κn−1

nκn

Vn−1(K),

where K|L denotes the orthogonal projection of K to L. This formula is known as
Cauchy’s surface area formula for convex bodies. Our first goal is to generalize this
projection formula to other intrinsic volumes Vj and to projections to subspaces of
lower dimensions. This requires a natural measure νq on the space of q-dimensional
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linear subspaces. Subsequently, we shall consider integrals over sections of K with
affine flats, where the integration is carried out with respect to a natural measure μq

on affine q-flats. To prepare these integrations, we first explain how the measures νq

and μq can be introduced in an elementary way. Moreover, we take the opportunity
to introduce some basic results and concepts related to invariant measures.

5.1 Invariant Measures

In the following, we shall introduce a natural measure on the space G(n, k) of
k-dimensional linear subspaces of Rn, endowed with a suitable topology, via the
operation of the topological group SO(n) on G(n, k). For this reason, we first briefly
consider topological groups and their invariant measures.

Let (G, ◦) be a topological group. This means that G is a topological space, ◦ is
a binary operation on G such that (G, ◦) is a group and composition G × G → G,
(g, h) �→ g ◦ h, and inversion G → G, g �→ g−1, are continuous operations. In the
following, we always assume that the topological group (G, ◦) is a locally compact
topological space, which should subsume the Hausdorff separation property. Then,
for g ∈ G, the map lg : G → G, x �→ g ◦ x, the inversion map, and the map rg :
G → G, x �→ x ◦g, are homeomorphisms and therefore Borel measurable. For a set
A ⊂ G, we simply write gA := lg(A), Ag := rg(A), and A−1 := {a−1 : a ∈ A}.
Thus, if A is a Borel set, so are these transforms. If the group operation is clear from
the context, it will be omitted.

A Borel measure μ on G (more precisely, on the Borel sets of G) which
is nonzero and finite on compact sets, is called a left Haar measure on G if
μ(gA) = μ(A) for g ∈ G and A ∈ B(G). It is called a right Haar measure on
G if μ(Ag) = μ(A) for g ∈ G and A ∈ B(G), and it is called inversion invariant if
μ(A−1) = μ(A) for A ∈ B(G). We say that μ is a Haar measure on G if it is left,
right, and inversion invariant. In particular, in this case we have lg(μ) = rg(μ) = μ

for g ∈ G. It is not difficult to prove that if μ is a left Haar measure on G, then
ν(A) := μ(A−1) for A ∈ B(G) is a right Haar measure on G. For the sake of
completeness, we state the following general result on Haar measures (see [26,
Chapter 9]).

Theorem 5.1 Let (G, ◦) be a locally compact topological group. Then there exists
a left Haar measure on (G, ◦). It is unique up to a scalar multiple. The same is true
for right Haar measures.

For the case of the (proper) orthogonal group SO(n), we can provide a direct
construction which proves the existence of a Haar measure on SO(n). In the
following, we consider elements of SO(n) as orientation preserving orthogonal
linear maps of Rn or as quadratic matrices, as convenient. Thus the topology on
SO(n) is the subspace topology of the space of regular n × n matrices in R

n,n.

Lemma 5.1 There is a Haar probability measure ν on SO(n).
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Proof We consider the set LUn ⊂ (Sn−1)n of linearly independent n-tuples. Then
LUn is an open subset of (Sn−1)n and the complement has measure zero with respect
to the n-fold product measure σn of spherical Lebesgue measure σ . On LUn we
define the mapping T onto SO(n) by

T (x1, . . . , xn) :=
(

y1

‖y1‖ , . . . ,
yn

‖yn‖
)

, (5.1)

where (y1, . . . , yn) ∈ R
n,n is the n-tuple of vectors (considered as a square

matrix) obtained from (x1, . . . , xn) ∈ R
n.n by the Gram–Schmidt orthogonalization

procedure (and where, in addition, the sign of yn is chosen such that the matrix on
the right-hand side of (5.1) has determinant 1). Up to the sign of yn, we thus have

yk := xk −
k−1∑

i=1

〈xk, yi〉 yi

‖yi‖2 , k = 2, . . . , n,

and y1 := x1. Clearly, T is almost everywhere defined with respect to σn and
continuous. Let ν be the image measure of σn under T , that is,

ν(A) =
∫

LUn

1{T (x1, . . . , xn) ∈ A} σn(d(x1, . . . , xn)),

for a Borel set A ⊂ SO(n). Since T (�x1, . . . , �xn) = �T (x1, . . . , xn) for � ∈
SO(n) and (x1, . . . , xn) ∈ LUn and �(x1, . . . , xn) = (�x1, . . . , �xn), the left
invariance of ν follows from the rotation invariance of σ and Fubini’s theorem.
Since ν(LUn) = (nκn)

n, normalization yields a left invariant probability measure.
While the construction of ν is specific for SO(n), the remaining properties are

implied by the following general lemma. ��
Lemma 5.2 A left Haar measure on a compact topological group is also a right
Haar measure and inversion invariant.

Proof Let ν be a left Haar measure on the compact topological group G. Since ν is
positive and finite on G, we can assume that ν(G) = 1. Let f ∈ C(G) and y ∈ G.

We first establish the inversion invariance. Using the left invariance of ν and
writing f̄ (x) := f (x−1) for x ∈ G, we get

∫

G

f (x−1y) ν(dx) =
∫

G

f

((
y−1x

)−1
)

ν(dx)

=
∫

G

f̄ (y−1x) ν(x) =
∫

G

f̄ (x) ν(dx)

=
∫

G

f (x−1) ν(dx). (5.2)
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Hence, integrating (5.2) with respect to ν(dy) and by Fubini’s theorem, we obtain

∫

G

f (x−1) ν(dx) =
∫

G

∫

G

f (x−1y) ν(dx) ν(dy)

=
∫

G

∫

G

f (x−1y) ν(dy) ν(dx)

=
∫

G

f (y) ν(dy),

again by the left invariance and since ν(G) = 1.
Finally, the right invariance follows from relation (5.2) and the inversion

invariance. ��
The translation group R

n has a canonical topological (Euclidean) structure and
the Lebesgue measure is up to a constant factor the unique translation invariant
Haar measure on R

n. Let G(n) denote the group of proper rigid motions of R
n

with the composition as the group operation. The map γ : Rn × SO(n) → G(n),
(t, σ ) �→ γ (t, σ ) with γ (t, σ )(x) := σx + t , for x ∈ R

n, is bijective and used
to transfer the product topology from R

n × SO(n) to G(n). Thus G(n) becomes a
locally compact topological group with countable base.

A Borel measure μ on B(G(n)) is introduced by

μ :=
∫

Rn

∫

SO(n)

1{γ (t, ρ) ∈ ·} ν(dρ) λn(dt).

Lemma 5.3 The Borel measure μ on G(n) is a Haar measure.

Proof Let A ∈ B(G(n)), and let g = γ (s, σ ) ∈ G(n) with s ∈ R
n and σ ∈ SO(n).

Then g ◦ γ (t, ρ) = γ (σ t + s, σ ◦ ρ) and therefore

μ(g−1A) =
∫

Rn

∫

SO(n)

1{g ◦ γ (t, ρ) ∈ A} ν(dρ) λn(dt)

=
∫

Rn

∫

SO(n)

1{γ (σ t + s, σ ◦ ρ) ∈ A} ν(dρ) λn(dt)

=
∫

Rn

∫

SO(n)

1{γ (σ t + s, ρ) ∈ A} ν(dρ) λn(dt)

=
∫

SO(n)

∫

Rn

1{γ (σ t + s, ρ) ∈ A} λn(dt) ν(dρ)

=
∫

SO(n)

∫

Rn

1{γ (t, ρ) ∈ A} λn(dt) ν(dρ) = μ(A),
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where we used the left invariance of ν, the SO(n) invariance and translation
invariance of λn and Fubini’s theorem (repeatedly). This shows that μ is left
invariant.

Using that γ (t, ρ) ◦ g = γ (ρs + t, ρ ◦ σ), the right invariance of ν, the SO(n)

invariance and translation invariance of λn and Fubini’s theorem, we also see that μ

is right invariant. (This is also implied by the inversion invariance, which we show
next.)

To establish the inversion invariance, we first observe that γ (t, σ )−1 =
γ (−ρ−1t, ρ−1). Then

μ(A−1) =
∫

Rn

∫

SO(n)

1{γ (t, ρ)−1 ∈ A} ν(dρ) λn(dt)

=
∫

Rn

∫

SO(n)

1{γ (−ρ−1t, ρ−1) ∈ A} ν(dρ) λn(dt)

=
∫

Rn

∫

SO(n)

1{γ (−ρt, ρ) ∈ A} ν(dρ) λn(dt)

=
∫

Rn

∫

SO(n)

1{γ (t, ρ) ∈ A} ν(dρ) λn(dt) = μ(A),

where we used the inversion invariance of ν and the isometry invariance of the
Lebesgue measure λn. ��

The following general lemma implies that up to a constant factor, the measure μ

on B(G(n)) is the unique left Haar measure (and then also the unique Haar measure)
on G(n).

Lemma 5.4 Let (G, ◦) be a locally compact group. Let ν be a Haar measure and
let μ be a left Haar measure on G. Then there is a constant c > 0 such that ν = cμ.

Proof Let f, g : G → [0,∞) be measurable. Repeatedly using Fubini’s theorem
and (in this order) that ν is right invariant, μ is left invariant, ν is inversion invariant,
and ν is right invariant, we obtain

∫

G

f dν ·
∫

G

g dμ =
∫

G

∫

G

f (x)g(y) ν(dx) μ(dy)

=
∫

G

∫

G

f (x ◦ y)g(y) ν(dx) μ(dy)

=
∫

G

∫

G

f (x ◦ y)g(y) μ(dy) ν(dx)

=
∫

G

∫

G

f (y)g(x−1 ◦ y) μ(dy) ν(dx)

=
∫

G

f (y)

∫

G

g(x−1 ◦ y) ν(dx) μ(dy)
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=
∫

G

f (y)

∫

G

g(x ◦ y) ν(dx) μ(dy)

=
∫

G

f (y)

∫

G

g(x) ν(dx) μ(dy)

=
∫

G

f dμ ·
∫

G

g dν.

Since ν �= 0, there is a compact set A0 ⊂ G with ν(A0) > 0. Let A ∈ B(G) be
arbitrary. The choice f = 1A0 and g = 1A yields μ(A) = (μ(A0)/ν(A0)) · ν(A),
which proves the assertion. ��

In the remainder of this section, we study invariant measures on spaces on which
groups operate. In particular, we are interested in the (linear) Grassmann space
G(n, k) with the operation of the proper rotation group SO(n) and the (affine)
Grassmann space A(n, k) with the operation of the proper rigid motion group G(n).

Let G(n, k) be the set of k-dimensional linear subspaces of R
n with k ∈

{0, . . . , n}. For a fixed U0 ∈ G(n, k) the map βk : SO(n) → G(n, k), � �→ �U0,
is surjective. We endow G(n, k) with the finest topology such that βk is continuous.
Hence, a map f : G(n, k) → T , where T is an arbitrary topological space, is
continuous if and only if f ◦ βk is continuous. Thus G(n, k) becomes a topological
space.

Lemma 5.5

(a) The topological space G(n, k) is compact with countable base.
(b) The topology is independent of the particular choice of U0 ∈ G(n, k).
(c) The map βk is open.
(d) The operation SO(n) × G(n, k) → G(n, k), (�,U) �→ �U , is continuous and

transitive.

Proof See Exercise 5.1.6. ��
Thus, more generally, we are in the following situation. We have a (locally

compact or even compact) topological group G and a (locally compact or even
compact) topological space X on which G acts, that is, there is a continuous map
ϕ : G × X → X such that ϕ(e, x) = x for x ∈ X, if e is the neutral element of
G, and ϕ(g, ϕ(h, x)) = ϕ(g ◦ h, x) for g, h ∈ G and x ∈ X. This operation (map)
is called transitive if for any x, y ∈ X there is some g ∈ G such that ϕ(g, x) = y.
Then the map ϕ(g, ·) : X → X is a homeomorphism.

In the above situation, we additionally know that the map ϕ(·, x0) : G → X is
open for some x0 ∈ X. It can be shown, also in the general framework, that then
this map is open for any x0 ∈ X. Let Sx := {g ∈ G : ϕ(g, x) = x} be the stabilizer
subgroup of x. Introducing on the factor space G/Sx the topology induced by the
projection map G → G/Sx , it follows that G/Sx and X are homeomorphic. In this
case, (X, ϕ) is called a homogeneous G-space.
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In the following, we simply write gx instead of ϕ(g, x) if the operation ϕ is clear
from the context. Moreover, for g ∈ G and A ⊂ X, we write gA for {ϕ(g, x) :
x ∈ A} = {gx : x ∈ A}. Then a Borel measure μ on B(X) is called G-invariant
if μ(gA) = μ(A) for A ∈ B(X) and g ∈ G. A G-invariant, regular Borel measure
μ �= 0 on B(X) is called a Haar measure.

In the following, X will always be a locally compact space with a countable
base. Then a Borel measure μ on B(X) that is finite on compact sets is regular (see
[26, Proposition 7.2.3]) and σ -finite (see [26, Proposition 7.2.5]). As usual, a Borel
measure μ on X is called regular if

1. μ(K) < ∞ for compact sets K ⊂ X;
2. μ(A) = inf{μ(U) : A ⊂ U,U open} for A ∈ B(X);
3. μ(U) = inf{μ(K) : K ⊂ U,K compact} for U ∈ X open.

In other words, the first condition implies the other two, that is, μ is outer and inner
regular in the sense of these conditions whenever it is finite on compact sets.

Theorem 5.2 Let G be a locally compact topological group, let X be a locally
compact topological space, and let ϕ : G × X → X be a continuous, transitive
operation such that ϕ(·, x) : G → X is open for some x ∈ X (i.e., (X, ϕ) is
a homogeneous G-space). Then any two (G-invariant) Haar measures on X are
proportional to each other.

In the specific cases considered in the following, the uniqueness assertion can be
proved directly. However, it is useful to know the general result behind these special
cases. Similarly, in all cases needed below, the existence of a Haar measure on a
homogeneous G-space will be established in a direct way. There are also general
existence results. The existence of a Haar measure on a homogeneous G-space
(X, ϕ) can be ensured, for instance, if G is compact, or, more generally, if G and
Sx are unimodular (for some x ∈ X). In fact, the existence of a Haar measure
is equivalent to the condition that �Sx (h) = �G(h) for h ∈ Sx , where �Sx and
�G are the modular functions of the topological groups Sx and G. We refer to the
exercises and [26, p. 313] for modular functions of topological groups (and their
basic properties) and to [73] for proofs of facts not established here.

For a compact topological group G, and a topological Hausdorff space X on
which G acts continuously and transitively, we can provide a simple construction of
a G-invariant Haar measure on X, based on a Haar measure on G.

Theorem 5.3 Let G be a compact topological space with a Haar probability
measure ν. Let X be a topological Hausdorff space, and let ϕ : G × X → X be a
continuous and transitive operation. Then X is compact and, for any fixed x0 ∈ X,

μ(A) =
∫

G

1{ϕ(g, x0) ∈ A} ν(dg), A ∈ B(X),

defines a G-invariant Haar probability measure on X. It is the unique G-invariant
Haar probability measure on X.
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Proof The map ϕ(·, x0) : G → X is continuous and surjective, hence X =
ϕ(G, x0) is compact. Let h ∈ G and A ∈ B(X). Since ϕ(g, x0) ∈ hA if and only if
ϕ(h−1 ◦ g, x0) ∈ A, we get

μ(hA) =
∫

G

1{ϕ(g, x0) ∈ hA} ν(dg)

=
∫

G

1{ϕ(h−1 ◦ g, x0) ∈ A} ν(dg)

=
∫

G

1{ϕ(g, x0) ∈ A} ν(dg)

= μ(A),

since ν is left invariant. Moreover, μ(X) = ν(G) = 1, hence μ is regular.
Suppose that μ̄ is another Haar probability measure on X. Let f : X → [0,∞)

be measurable. Then, for g ∈ G, we have

∫

X

f (x) μ̄(dx) =
∫

X

f (ϕ(g, x)) μ̄(dx)

=
∫

G

∫

X

f (ϕ(g, x)) μ̄(dx) ν(dg)

=
∫

X

∫

G

f (ϕ(g, x)) ν(dg) μ̄(dx).

For given x, x0 ∈ X, there is some h ∈ G such that ϕ(h, x0) = x. Since ν is also
right invariant, we get

∫

G

f (ϕ(g, x)) ν(dg) =
∫

G

f (ϕ(g, ϕ(h, x0))) ν(dg)

=
∫

G

f (ϕ(g ◦ h, x0)) ν(dg)

=
∫

G

f (ϕ(g, x0)) ν(dg),

and hence
∫

X

f (x) μ̄(dx) =
∫

X

∫

G

f (ϕ(g, x0)) ν(dg) μ̄(dx)

=
∫

X

f (x) μ(dx),

which shows that μ = μ̄. ��
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Corollary 5.1 Let k ∈ {0, . . . , n} and U0 ∈ G(n, k). Then

νk :=
∫

SO(n)

1{�U0 ∈ ·} ν(d�)

is the uniquely determined SO(n)-invariant Haar probability measure on G(n, k).
In particular, the definition is independent of the choice of the linear subspace U0 ∈
G(n, k).

Now we address the affine Grassmannian A(n, k) on which the motion group
G(n) operates. Since these spaces are not compact, we have to adjust the approach
described for the linear Grassmannian. First, we describe how the usual topology
can be introduced. Let U0 ∈ G(n, k) be fixed for the moment. Consider the map

γk : U⊥
0 × SO(n) → A(n, k), (x, �) �→ �(U0 + x).

We endow A(n, k) with the finest topology such that γk is continuous.

Lemma 5.6

(a) The topological space A(n, k) is locally compact with countable base.
(b) The topology is independent of the particular choice of U0 ∈ G(n, k).
(c) The map γk is open.
(d) The operation G(n) × A(n, k) → A(n, k), (g,E) �→ gE := {gx : x ∈ E}, is

continuous and transitive.

Proof See Exercise 5.1.7. ��
On A(n, k) we introduce the Borel measure

μk : = γk

(
(λn−k |U⊥

0 ) ⊗ ν
)

=
∫

SO(n)

∫

U⊥
0

1{�(U0 + x) ∈ ·} λn−k(dx) ν(d�)

=
∫

G(n,k)

∫

U⊥
1{U + z ∈ ·} λn−k(dz) ν(dU), (5.3)

which is independent of the choice of U0 ∈ G(n, k). For a set C ⊂ R
n, we write

AC := {E ∈ A(n, k) : E ∩ C �= ∅}, hence ABn = γk((B
n ∩ U⊥

0 ) × SO(n)).
The analogue of Corollary 5.1 for the affine Grassmannian is stated in the following
theorem.

Theorem 5.4 The Borel measure μk on B(A(n, k)) is the unique G(n)-invariant
Haar measure on A(n, k) with μk(ABn) = κn−k .

Proof Let A ⊂ A(n, k) be a compact set. The system of sets

γk({x ∈ U⊥
0 : ‖x‖ < m} × SO(n)), m ∈ N,



216 5 Integral-Geometric Formulas

is an open cover of A, hence A is contained in one of these sets. It follows that
μq(A) < ∞, which shows that μq �= 0 is a regular Borel measure on A(n, k).

Next we prove the invariance property. Let g = γ (t, σ ) ∈ G(n) with t ∈ R
n and

σ ∈ SO(n). Let f : A(n, k) → [0,∞) be measurable. Then, using the translation
invariance of λn−k on U⊥

0 and the rotation invariance of ν on SO(n), we obtain

∫

A(n,k)

f (gE) μk(dE)

=
∫

SO(n)

∫

U⊥
0

f (γ (t, σ )(�(U0 + x)) λn−k(dx) ν(d�)

=
∫

SO(n)

∫

U⊥
0

f (σ ◦ �(U0 + x + [(σ ◦ �)−1t]|U⊥
0 ) λn−k(dx) ν(d�)

=
∫

SO(n)

∫

U⊥
0

f (σ ◦ �(U0 + x) λn−k(dx) ν(d�)

=
∫

SO(n)

∫

U⊥
0

f (�(U0 + x) λn−k(dx) ν(d�)

=
∫

A(n,k)

f (E) μk(dE).

Let μ be a translation invariant regular Borel measure on A(n, k). By the following
general theorem, there is a finite Borel measure τ on G(n, k) such that

μ =
∫

G(n,k)

∫

U⊥
1{U + z ∈ ·} λn−k(dz) τ (dU).

Suppose that μ is also SO(n)-invariant. For C ∈ B(G(n, k)), we define BC :=
{U + z ∈ A(n, k) : z ∈ U⊥ ∩ Bn,U ∈ C} and observe that �BC = B�C for
� ∈ SO(n). Hence

κn−kτ (C) = μ(BC) = μ(�BC) = μ(B�C) = κn−kτ (�C),

which shows that τ is SO(n)-invariant. Therefore, τ = cνk for some constant c ≥ 0.
Requiring that μ(ABn) = κn−k , we get c = 1, and thus μ = μk , which proves the
uniqueness assertion. ��

For the proof of the following theorem, we need to describe the distortion of
Lebesgue measure under a linear orthogonal projection map πU⊥ : L → U⊥ from a
linear subspace L ∈ G(n, n−k) on another linear subspace U⊥ ∈ G(n, n−k), where
U ∈ G(n, k) and U,L are complementary, that is, U⊕L = R

n. In order to introduce
a quantity which describes the relative position of complementary subspaces (called
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the subspace determinant), we choose orthonormal bases

a1, . . . , ak of U, c1, . . . , cn−k of U⊥,

b1, . . . , bn−k of L, d1, . . . , dk of L⊥.

Then, independently of the chosen specific orthonormal bases, we can define

[U,L] : = | det(a1, . . . , ak, b1, . . . , bn−k)|
= | det(〈ai, dj 〉ki,j=1)|
= | det(c1, . . . , cn−k, d1, . . . , dk)|
= [U⊥, L⊥].

Let πU⊥ : L → U⊥ denote the orthogonal projection of L onto U⊥, where we still
assume that U ⊕ L = R

n. Then πU⊥ is a homeomorphism and

(πU⊥)λL = [U,L]−1λU⊥ , (πU⊥)−1λU⊥ = [U,L]λL. (5.4)

To verify this, we first observe that ker(πU⊥) = {0}. Since the kernel of πU⊥ is
trivial, the linear map πU⊥ is injective. Since dim U⊥ = dim L, the linear map is
bijective and hence a homeomorphism. Define ν(·) := λU⊥(πU⊥(·)) on B(L). Since
ν is invariant under translations in L and locally finite, we obtain ν = cU,LλL. To
determine the constant, we consider W := [0, b1] + · · · + [0, bn−k], which is a unit
cube in L with λL(W) = 1. Then we get

πU⊥(W) = [0, b1|U⊥] + · · · + [0, bn−k|U⊥],

and therefore

λU⊥(πU⊥(W)) = | det(b1|U⊥, . . . , bn−k|U⊥)|
= | det(〈bi, cj 〉n−k

i,j=1)|
= | det(b1, . . . , bn−k, a1, . . . , ak)|
= [U,L].

This proves the assertion.
We shall use (5.4) below in (5.5).

Theorem 5.5 Let μ be a regular, translation invariant Borel measure on A(n, k).
Then there is a unique finite Borel measure τ on G(n, k) such that

μ =
∫

G(n,k)

∫

U⊥
1{U + x ∈ ·} λn−k(dx) τ (dU).
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Proof In the first part of the argument, we fix L ∈ G(n, n − k) arbitrarily. Then we
define

GL : = {U ∈ G(n, k) : U ∩ L = {0}},
AL : = {U + x ∈ A(n, k) : U ∈ GL, x ∈ L}.

Since L⊕U = R
n for U ∈ GL, we have AL + t = AL for t ∈ R

n, that is, AL is the
translation invariant class of k-dimensional affine subspaces whose direction space
is complementary to L. The map

ϕL : L × GL → AL, (x,U) �→ U + x,

is a homeomorphism.
Let C ⊂ GL be a Borel set. A locally finite (that is, finite on compact sets),

translation invariant Borel measure on L is defined by

ηC(B) := μ(ϕL(C × B)), B ∈ B(L).

Hence, we get ηC(B) = ρL(C)λL(B), or μ(ϕL(B × C)) = λL(B)ρL(C). But then
ρL is a finite Borel measure on GL, which implies that

μ(ϕL(B × C)) = (λL ⊗ ρL)(B × C),

and therefore

(ϕL)−1μ = λL ⊗ ρL, μ|AL = ϕL(λL ⊗ ρL).

For a measurable function f : A(n, k) → [0,∞), we thus get

∫

AL

f dμ =
∫

GL

∫

L

f (U + x) λL(dx) ρL(dU),

and then it follows from (5.4) that

∫

AL

f dμ =
∫

GL

∫

L

f (U + πU⊥(x)) λL(dx)ρL(dU)

=
∫

GL

∫

U⊥
f (U + z) λU⊥(dz) [L,U ]−1 ρL(dU) (5.5)

=
∫

G(d,k)

∫

U⊥
f (U + z) λU⊥(dz) τL(dU),

where τL := [L,U ]−1ρL|GL .
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Since GL is open, for L ∈ G(n, n − k), and G(n, k) is compact, there are
L1, . . . , Lr ∈ G(n, n − k) such that

G(n, k) =
r⋃

i=1

GLi and hence A(n, k) =
r⋃

i=1

ALi .

Furthermore, ALi is invariant with respect to translations, for i = 1, . . . , r . Since
these unions are not disjoint, we recursively define the sets

Aj := ALj \ (A1 ∪ · · · ∪ Aj−1), A0 := ∅, (5.6)

for j = 1, . . . , r , which are translation invariant and satisfy

A(n, k) = A1 ∪· · · · ∪· Ar.

The restriction of μ to Ai , which we write as μ�Ai , is translation invariant. As
above, we obtain a measure τi := (μ�Ai)Li on G(n, k), which is concentrated on
GLi , so that

∫

A(n,k)

f dμ =
r∑

i=1

∫

Ai

f dμ

=
r∑

i=1

∫

ALi

f d(μ�Ai)

=
r∑

i=1

∫

G(n,k)

∫

U⊥
f (U + z) λU⊥(dz)τi(dU)

=
∫

G(n,k)

∫

U⊥
f (U + z) λU⊥(dz) τ (dU)

with τ := τ1 + · · · + τr .
Finally, we address the uniqueness assertion. For C ∈ B(G(n, k)), let

BC := {U + z ∈ A(n, k) : z ∈ U⊥ ∩ Bn,U ∈ C}.

Then, we get κn−kτ (C) = μ(BC), which shows that the finite measure τ is uniquely
determined by μ. ��
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Exercises and Supplements for Sect. 5.1

1. Show that G(n) is a locally compact topological group with countable base.
2. Let μ be a left Haar measure on a locally compact topological group. Show that

μ is inversion invariant if and only if μ is right invariant.
3. Let μ be a left Haar measure on a locally compact topological group G. Show

that G is compact if and only if μ is finite.
4. Discuss properties of the modular function.
5. Show that up to a constant factor the spherical Lebesgue measure is the uniquely

determined SO(n)-invariant finite Borel measure on S
n−1.

6.* Prove Lemma 5.5.
7. Prove Lemma 5.6.
8. Let k ∈ {0, . . . , n}. Show that

νn−k =
∫

G(n,k)

1{U⊥ ∈ ·} νk(dU).

9. Let 0 ≤ q ≤ k ≤ n. For L ∈ G(n, k), define

G(L, q) := {U ∈ G(n, q) : U ⊂ L}.

Let νL
q denote the SO(L)-invariant Haar measure on G(L, q) with respect to L

as the ambient space, where

SO(L) := {ρ ∈ SO(n) : ρ(x) = x for x ∈ L⊥}.

Let f : G(n, q) → [0,∞) be measurable. Then

∫

G(n,q)

f (L) νq(dL) =
∫

G(n,k)

∫

G(L,q)

f (U) νL
q (dU) νk(dL).

10. Let 0 ≤ q ≤ k ≤ n. For F ∈ A(n, k), define

A(F, q) := {E ∈ A(n, q) : E ⊂ F }.

Further, let F⊥
0 be the linear subspace orthogonal to F0 ∈ G(n, k), the linear

subspace parallel to F , and

G(F ) := {g ∈ G(n) : g(x) = x for x ∈ F⊥
0 },

that is, G(F ) = γk(F0 × SO(F0)). For F = F0 + x ∈ A(n, k) with x ∈ F⊥
0 ,

let μF
q denote the G(F )-invariant Haar measure on A(F, q) with respect to F

as the ambient space which is given by

μF
q :=

∫

G(F0,q)

∫

F0∩L⊥
1{L + y + x ∈ ·} λk−q(dy) νF0

q (dL).
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Let f : A(n, q) → [0,∞) be measurable. Then

∫

A(n,q)

f (E) μq(dE) =
∫

A(n,k)

∫

A(F,q)

f (E) μF
q (dE) μk(dF ).

5.2 Projection Formulas

In the introduction to this chapter, we have already seen a particular projection
formula. We now first derive a version of such an integral-geometric formula for
more general intrinsic volumes and projection subspaces of arbitrary dimension.
From this result, we then deduce a version for certain mixed volumes and finally
for certain mixed area measures. As a particular case, we thus obtain a projection
formula for area measures of convex bodies.

The projection formula can be deduced from the special case considered in
the introduction, by using expansion of parallel volumes and Exercise 5.1.9 for a
recursive argument. This will be discussed in the exercises. Another approach, as
we shall see now, is based on Hadwiger’s characterization theorem.

In the following, we use the flag coefficients

[
m

j

]

:=
(

m

j

)
κm

κjκm−j

, j ∈ {0, . . . ,m}, m ∈ N0,

which allow us to write constants in a systematic way. As before, for K ∈ Kn and a
linear subspace U ⊂ R

n, we denote by K|U the orthogonal projection of K to U .

Theorem 5.6 (Cauchy–Kubota Formula) Let K ∈ Kn be a convex body, let k ∈
{0, . . . , n}, and let i ∈ {0, . . . , k}. Then

∫

G(n,k)

Vi(K|U) νk(dU) = βnik Vi(K), (5.7)

where

βnik :=
(
k
i

)
κkκn−i

(
n
i

)
κnκk−i

=
[
n

i

]−1 [
k

i

]

.

Proof For fixed parameters k, i, we consider the functional

P(K) :=
∫

G(n,k)

Vi(K|U) νk(dU), K ∈ Kn.

Since U �→ Vi(K|U), U ∈ G(n, k), is continuous, the integral exists and is finite.
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For t ∈ R
n and σ ∈ SO(n), we have

Vi((σK + t)|U) = Vi((σK)|U + t|U) = Vi(K|(σ−1U)),

where we used the translation and rotation invariance of Vi . Since νk is rotation
invariant, it follows that P is invariant under (proper) rigid motions.

For fixed U ∈ G(n, k), the map K �→ Vi(K|U) is continuous. It is also
uniformly bounded, if K ranges in a ball of some fixed radius. Hence, by the
bounded convergence theorem, P is continuous.

Next we show that P is additive. To see this, it is sufficient to observe that

(K ∪ L)|U = (K|U) ∪ (L|U) and (K ∩ L)|U = (K|U) ∩ (L|U)

for K,L ∈ Kn with K ∪L ∈ Kn and U ∈ G(n, k). Then the additivity of P follows
from the additivity of Vi .

Finally, we observe that P is positively homogeneous of degree i.
By Hadwiger’s characterization theorem, there is a constant ci ∈ R such that

∫

G(n,k)

Vi(K|U) νk(dU) = ci Vi(K), K ∈ Kn.

To determine the constant ci , we choose K = Bn. Then, by the invariance properties
of intrinsic volumes, the symmetry of Euclidean balls, and by the independence of
the intrinsic volumes of the ambient space, we obtain

Vi(B
k) =

∫

G(n,k)

Vi(B
n|U) νk(dU) = ci Vi(B

n),

and therefore

ci = Vi(B
k)

Vi(Bn)
=

(
k
i

)

κk−i

κk ·
( (

n
i

)

κn−i

κn

)−1

,

which yields the constant as asserted. ��
Remark 5.1 For k = i, the Cauchy–Kubota formulas yield

Vi(K) = 1

βnii

∫

G(n,i)

Vi(K|U) νi(dU),

hence Vi(K) is proportional to the mean content of the projections of K onto i-
dimensional subspaces. Since Vi(K|U) is also the content of the base of the cylinder
circumscribed to K (with direction space U ), Vi(K|U) was called the ‘quermass’
of K in direction U⊥. This explains the name ‘quermassintegral’ for the functionals
Wn−i , which are proportional to Vi .
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Remark 5.2 For k = i = 1, we obtain

V1(K) = 1

βn11

∫

G(n,1)

V1(K|U) ν1(dU).

This shows again that V1(K) is proportional to the mean width of K .

Remark 5.3 The right-hand side of (5.7) has an additive extension to U(Kn). The
same is true for the integrand K �→ Vi(K|U), K ∈ Kn, for each U ∈ G(n, k),
and therefore also for the integral mean. It should be noted, however, that even if
K1 ∪ · · · ∪ Km ∈ Kn for convex bodies K1, . . . ,Km, in general the projection
of an intersection [∩i∈IKi ]|U is not equal to the intersection of the projections
∩i∈I [Ki |U ], for arbitrary subsets I ⊂ {1, . . . ,m} =: [m]. Still we have

∫

G(n,k)

Vi((K1 ∪ · · · ∪ Km)|U) νk(dU)

=
∫

G(n,k)

∑

∅�=I⊂[m]
(−1)|I |−1Vi

([
⋂

i∈I

Ki

]

|U
)

νk(dU)

=
∑

∅�=I⊂[m]
(−1)|I |−1Vi

(
⋂

i∈I

Ki

)

= Vi(K1 ∪ · · · ∪ Km).

Hence, with the correct evaluation of the intrinsic volume under the integral, the
projection formula extends to polyconvex sets.

The situation is simpler when we consider Crofton formulas and intersectional
kinematic formulas in the following Sects. 5.3 and 5.4, where intersections of a fixed
convex body with a “random” k-flat or with another “random” convex body are
studied (but again care is required in the context of rotation sum formulas).

The projection formula for intrinsic volumes can be applied to Minkowski
combinations of convex bodies. This first yields projection formulas for mixed
volumes, and then also a local version of mixed area measures.

Theorem 5.7 Let k ∈ {0, . . . , n}. If K1, . . . ,Kk ∈ Kn, then

∫

G(n,k)

V (k)(K1|U, . . . ,Kk |U) νk(dU) = κk

κn

V (K1, . . . ,Kk, B
n[n − k]).
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Proof Let k ∈ {0, . . . , n}, K1, . . . ,Kk ∈ Kn, and ρ1, . . . , ρk ≥ 0. Then we have

∫

G(n,k)

Vk

⎛

⎝

⎛

⎝
k∑

j=1

ρjKj

⎞

⎠ |U
⎞

⎠ νk(dU)

=
∫

G(n,k)

Vk

⎛

⎝
k∑

j=1

ρj (Kj |U)

⎞

⎠ νk(dU)

=
∫

G(n,k)

k∑

r1,...,rk=0

(
k

r1, . . . , rk

)

ρ
r1
1 · · · ρrk

k

× V (k)((K1|U)[r1], . . . , (Kk |U)[rk]) νk(dU)

=
k∑

r1,...,rk=0

(
k

r1, . . . , rk

)

ρ
r1
1 · · · ρrk

k

×
∫

G(n,k)

V (k)((K1|U)[r1], . . . , (Kk|U)[rk]) νk(dU).

On the other hand, we also have

∫

G(n,k)

Vk

⎛

⎝

⎛

⎝
k∑

j=1

ρjKj

⎞

⎠ |U
⎞

⎠ νk(dU)

= κk κn−k
(
n
k

)
κn

Vk

⎛

⎝
k∑

j=1

ρjKj

⎞

⎠

= κk κn−k
(
n
k

)
κn

(
n
k

)

κn−k

V

⎛

⎝
k∑

j=1

ρjKj [k], Bn[n − k]
⎞

⎠

= κk

κn

k∑

r1,...,rk=0

(
k

r1 . . . rk

)

ρ
r1
1 · · ·ρrk

k V (K1[r1], . . . ,Kk[rk], Bn[n − k]).

Comparing coefficients for r1 = · · · = rk = 1, we obtain the assertion. ��
For k ∈ {1, . . . , n} and U ∈ G(n, k), we write S(U)(M1, . . . ,Mk−1, ·) for the

mixed area measure of convex bodies M1, . . . ,Mk−1 ⊂ U with respect to U as the
ambient space. Here it should be observed that in contrast to the intrinsic volumes
the area measures are not independent of the ambient space.
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Combining the representation of mixed volumes from Theorem 4.1 with the
integral-geometric projection formula of Theorem 5.7, we get

∫

G(n,k)

1

k

∫

Sn−1∩U

h(Kk |U, u) S(U)(K1|U, . . . ,Kk−1|U, du) νk(dU)

= κk

κn

1

n

∫

Sn−1
h(Kk, u) S(K1, . . . ,Kk−1, B

n[n − k], du),

and hence,

∫

G(n,k)

∫

S
(U)
k−1

h(Kk, u) S(U)(K1|U, . . . ,Kk−1|U, du) νk(dU)

= kκk

nκn

∫

Sn−1
h(Kk, u) S(K1, . . . ,Kk−1, B

n[n − k], du).

Here we used that h(Kk|U, u) = h(Kk, u) for u ∈ U .
Since differences of support functions are dense in C(Sn−1), we obtain the

following result.

Theorem 5.8 Let k ∈ {1, . . . , n}. If K1, . . . ,Kk−1 ∈ Kn, then

∫

G(n,k)

S(U)K1|U, . . . ,Kk−1|U, · ∩ U) νk(dU)

= kκk

nκn

S(K1, . . . ,Kk−1, B
n[n − k], ·).

The following special case is of particular relevance.

Theorem 5.9 Let k ∈ {1, . . . , n} and i ∈ {1, . . . , k}. If K ∈ Kn, then

∫

G(n,k)

S
(U)
i (K|U, · ∩ U) νk(dU) = kκk

nκn

Si(K, ·).

Exercises and Supplements for Sect. 5.2

1. Provide an alternative proof of Theorem 5.6, following the suggestion at the
beginning of this section.

2. Show that

(K ∪ L)|U = (K|U) ∪ (L|U) and (K ∩ L)|U = (K|U) ∩ (L|U)

for K,L ∈ Kn with K ∪ L ∈ Kn and U ∈ G(n, k).
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5.3 Section Formulas

Instead of projecting a given convex body to a “random uniform subspace”, we now
intersect it with a “random uniform flat”. We start with the special case where the
functional V0 is applied to the intersection. In fact, the corresponding result can be
derived from a projection formula. Let k ∈ {0, . . . , n} and K ∈ Kn. Then

∫

A(n,k)

V0(K ∩ E) μk(dE)

=
∫

G(n,k)

∫

U⊥
V0(K ∩ (U + x)) λn−k(dx) νk(dU)

=
∫

G(n,k)

Vn−k(K|U⊥) νk(dU)

=
∫

G(n,n−k)

Vn−k(K|W) νn−k(dW)

=
[
n

k

]−1

Vn−k(K).

For the second equality, we used that K ∩ (U + x) �= ∅ if and only if x ∈ K|U⊥,
provided that x ∈ U⊥. Moreover, for the third equality we used Exercise 5.1.8.

The following result states a general section formula of this type for intrinsic
volumes. It turns out that such a formula is not only connected to the projection
formula, as we have just seen, but also to the kinematic formula which will be
considered in the following section. We shall prove the result by using Hadwiger’s
characterization theorem. Another approach will be discussed in the exercises.

Theorem 5.10 (Crofton Formula) Let k ∈ {0, . . . , n} and i ∈ {0, . . . , k}. If K ∈
Kn, then

∫

A(n,k)

Vi(K ∩ E) μk(dE) = αnik Vn+i−k(K)

with

αnik :=
(
k
i

)
κkκn+i−k

(
n

k−i

)
κnκi

=
[

n

k − i

]−1 [
k

i

]

.
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Proof For fixed parameters k, i, we define the functional

C(K) : =
∫

A(n,k)

Vi(K ∩ E) μk(dE)

=
∫

G(n,k)

∫

U⊥
Vi(K ∩ (U + x)) λn−k(dx) νk(dU) (5.8)

for K ∈ Kn. If g ∈ G(n), then Vi((gK) ∩ E) = Vi(K ∩ (g−1E)) for E ∈ A(n, k)

and K ∈ Kn, since Vi is rigid motion invariant. Since μk is invariant under proper
rigid motions, we conclude that C is also invariant under proper rigid motions.

Let K,L ∈ Kn with K ∪ L ∈ Kn, and let E ∈ A(n, k). Then obviously we have

(K ∪ L) ∩ E = (K ∩ E) ∪ (L ∩ E) and (K ∩ L) ∩ E = (K ∩ E) ∩ (L ∩ E).

Using the additivity of Vi and the linearity of the integral, we see that C is additive.
Next we show that C is continuous. For this, let Kj → K as j → ∞. If E ∩

int K �= ∅ or E ∩ K = ∅, then Kj ∩ E → K ∩ E as j → ∞ by Exercise 3.1.8
(b). Moreover, the set AK(n, k) of all E ∈ A(n, k) such that E ∩ int K = ∅ and
E ∩ K �= ∅ satisfies μk(AK(n, k)) = 0 (see Exercise 5.3.3). Now the required
continuity follows from the dominated convergence theorem.

The functional C is positively homogeneous of degree n−k + i. This can be seen
from (5.8) by applying the transformation x �→ λx, x ∈ U⊥, for some fixed λ > 0,
in the inner integral. Since this transformation has the Jacobian λn−k , the assertion
follows from the homogeneity of degree i of Vi .

Thus Hadwiger’s characterization theorem implies that

∫

G(n,k)

∫

U⊥
Vi(K ∩ (U + x)) λn−k(dx) νk(dU) = cn−k+i Vn−k+i (K),

for K ∈ Kn, for some constant cn−k+i ∈ R. To determine the constant, we choose
K = Bn and determine both sides of the resulting relation. Using the symmetry of
Bn and basic properties of Vi , we obtain for the left-hand side

∫

G(n,k)

∫

U⊥
Vi(B

n ∩ (U + x)) λn−k(dx) νk(dU)

=
∫

U⊥

√

1 − ‖x‖2
i

Vi(B
k) λn−k(dx)

= Vi(B
k)(n − k)κn−k

∫ 1

0

√
1 − t2

i
tn−k+i dt
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=
(
k
i

)

κk−i

κk κn−k

Γ
(

i
2 + 1

)
Γ

(
n−k

2 + 1
)

Γ
(

n−k+i
2 + 1

)

=
(

k

i

)
κn−k+iκk

κiκk−i

.

Since Vn−k+i (B
n) = (

n
k−i

) 1
κk−i

κn, it follows that cn−k+i = αnik . ��
Remark 5.4 Theorem 5.10 remains true for polyconvex sets K ∈ U(Kn). This
follows from the additivity of the intrinsic volumes and the linearity of the integral.
Here we also have that (K ∩ M) ∩ E = (K ∩ E) ∩ (M ∩ E), where K,M ∈ Kn

and E is an affine subspace.

Remark 5.5 Replacing the pair (i, k) by (0, n − i), we obtain

Vi(K) = 1

αn0(n−i)

∫

A(n,n−i)

V0(K ∩ E) μn−i (dE)

= 1

αn0(n−i)

μn−j ({E ∈ A(n, n − i) : K ∩ E �= ∅}).

Hence, up to a constant Vi(K) is the measure of all (n − i)-flats which intersect the
convex body K .

Remark 5.6 We can give another interpretation of the intrinsic volume Vi(K), for
i ∈ {0, . . . , n − 1}, in terms of flats touching K . Namely, consider the set

Ai(K, ε) := {E ∈ A(n, n − i − 1) : K ∩ E = ∅, (K + Bn(ε)) ∩ E �= ∅}.

These are the (n − i − 1)-flats E which hit the parallel body K + Bn(ε) but not K .
If the limit

lim
ε→0+

1

ε
μn−i−1(Ai(K, ε))

exists, we can interpret it as the measure of all (n − i − 1)-flats touching K . We
write ωj := jκj for the surface area of a (j − 1)-dimensional unit sphere. Now
Remark 5.5 and the Steiner formula for the intrinsic volumes (see Exercise 3.3.7)
show that

1

ε
μn−i−1(Ai(K, ε)) = αn0(n−i−1)

ε
[Vi+1(K + Bn(ε)) − Vi+1(K)]

= αn0(n−i−1)

ε

i∑

j=0

εi+1−j

(
n − j

n − i − 1

)
κn−j

κn−i−1
Vj (K)
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→ αn0(n−i−1)(n − i)
κn−i

κn−i−1
Vi(K)

= κi+1κn−i

κn

n − i
(

n
i+1

) Vi(K) = ωi+1κn−i

κn

(
n

i

)−1

Vi(K),

as ε → 0+. In the special case i = n − 1, we obtain ε−1μ0(A0(K, ε)) →
2Vn−1(K) = F(K) as ε → 0+, which is just again the content of Remark 3.17.
On the other hand, for i = 0 we obtain ε−1μn−1(An−1(K, ε)) → 2V0(K) = 2 as
ε → 0+.

Remark 5.7 We can use Remark 5.5 to solve some problems of Geometrical
Probability. Namely, if K,K0 ∈ Kn are such that K ⊂ K0 and V (K0) > 0, then we
can restrict the rigid motion invariant measure μk to {E ∈ A(n, k) : K0∩E �= ∅} and
normalize it to get a probability measure. A random k-flat Xk with this distribution
is called a random k-flat in K0. We then get

Prob(Xk ∩ K �= ∅) = Vn−k(K)

Vn−k(K0)
.

As an example, we mention the Buffon needle problem. Originally the problem was
formulated in the following way: Given an array of parallel lines in the planeR2 with
distance 1, what is the probability that a randomly thrown needle of length L < 1
intersects one of the lines? If we consider the disc of radius 1

2 around the center
of the needle, there will be almost surely exactly one line of the array intersecting
this disc. Hence, the problem can be formulated in an equivalent way: Assume the
needle N is fixed with center at 0. What is the probability that a random line X1 in
B2( 1

2 ) intersects the needle N? The answer is

Prob(X1 ∩ N �= ∅) = V1(N)

V1(B2( 1
2 ))

= L

π/2
= 2L

π
.

Remark 5.8 In continuation of Remark 5.7, we can consider, for K,K0 ∈ Kn with
K ⊂ K0 and V (K0) > 0 and for a random k-flat Xk in K0, the expected ith intrinsic
volume of K ∩ Xk , i ∈ {0, . . . , k}. We get

EVi(K ∩ Xk) =
∫

Vi(K ∩ E) μk(dE)
∫

V0(K0 ∩ E) μk(dE)

= αnikVn+i−k(K)

αn0kVn−k(K0)
.
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This shows that if K0 is assumed to be known (and K is unknown) and if Vi(K∩Xk)

is observable, then

αn0kVn−k(K0)

αnik

Vi(K ∩ Xk)

is an unbiased estimator of Vn+i−k(K). Varying k, we get in this way three
estimators for the volume V (K), two for the surface area F(K) and one for the
mean width B(K) of K .

This estimation procedure is indeed of practical interest, since we do not have to
assume that the set K under consideration is convex (recall that the Crofton formula
remains true for polyconvex sets, which form a dense subclass in the compact sets
of Rn). For instance, it can be used in practical situations to estimate the surface
area of a complicated tissue A in, say, a cubical specimen K0 by measuring the
boundary length L(A ∩ X2) of a planar section A ∩ X2. Since the latter quantity
is still complicated to obtain, one uses the Crofton formulas again and estimates
L(A ∩ X2) by counting intersections with random lines X1 in K0 ∩ X2. Such
stereological formulas are used and have been developed further in many applied
sciences, including medicine, biology, geology, metallurgy and materials science.

In the remaining part of this section, we show how the Crofton formulas can be
combined with an idea of Hadwiger to see in a rather direct way that the intrinsic
volumes have an additive extension to U(Kn). Of course, we already know the
assertion itself, since Vj is additive and continuous on Kn.

Theorem 5.11 For j = 0, . . . , n, there is a unique additive extension of Vj to the
convex ring Rn.

Proof It remains to show the existence.
We begin with the Euler characteristic V0 and prove the existence of an additive

extension by induction on the dimension n, n ≥ 0.
It is convenient to start with the case of dimension n = 0 since U(K0) =

{∅, {0}} = K0. Since V0(∅) = 0 and V0({0}) = 1, V0 is additive on U(K0).
For the step from dimension n − 1 to dimension n , n ≥ 1, we choose a fixed

direction u0 ∈ S
n−1 and consider the family of hyperplanes Hα := H(u0, α) for

α ∈ R. Let A ∈ U(Kn) have a representation A = ⋃k
i=1 Ki with Ki ∈ Kn. Then

we have

A ∩ Hα =
k⋃

i=1

(Ki ∩ Hα),

and by induction hypothesis the additive extension V0(A ∩ Hα) exists. From the
inclusion-exclusion formula (see (4.24)) we obtain that the function fA : α �→
V0(A ∩ Hα) is integer-valued and bounded from below and above. Therefore, fA

is piecewise constant and (4.24) shows that the value of fA(α) can only change if
the hyperplane Hα supports one of the convex bodies Kv , v ∈ S(k). We define the
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‘jump function’

gA(α) := fA(α) − lim
β↘α

fA(β), α ∈ R,

and put

V0(A) :=
∑

α∈R
gA(α).

This definition makes sense since gA(α) �= 0 only for finitely many values of α.
Moreover, for k = 1, that is A = K ∈ Kn, K �= ∅, we have V0(K) = 0 + 1 = 1,
hence V0 is an extension of the Euler characteristic. By induction hypothesis, A �→
fA(α) is additive on U(Kn) for each α. Therefore, as a limit, A �→ gA(α) is additive
and so V0 is additive. The uniqueness, which is clear from (4.24), shows that this
construction does not depend on the choice of the direction u0.

Now we consider the case j > 0. Let A ∈ U(Kn) with A = ⋃k
i=1 Ki and

Ki ∈ Kn. Then, for α > 0 and x ∈ R
n, we have

A ∩ (Bn(α) + x) =
k⋃

i=1

(Ki ∩ (Bn(α) + x)).

Therefore, (4.24) implies that

V0(A ∩ (Bn(α) + x)) =
∑

v∈S(k)

(−1)|v|−1V0(Kv ∩ (Bn(α) + x)).

Since V0(Kv ∩ (Bn(α) + x)) = 1 if and only if x ∈ Kv + Bn(α), we then get from
the Steiner formula
∫

Rn

V0(A ∩ (Bn(α) + x)) dx =
∑

v∈S(k)

(−1)|v|−1
∫

Rn

V0(Kv ∩ (Bn(α) + x)) dx

=
∑

v∈S(k)

(−1)|v|−1Vn(Kv + Bn(α))

=
∑

v∈S(k)

(−1)|v|−1

⎛

⎝
n∑

j=0

αn−j κn−j Vj (Kv)

⎞

⎠

=
n∑

j=0

αn−j κn−j

⎛

⎝
∑

v∈S(k)

(−1)|v|−1Vj (Kv)

⎞

⎠ .
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If we define

Vj (A) :=
∑

v∈S(k)

(−1)|v|−1Vj (Kv),

then

∫

Rn

V0(A ∩ (Bn(α) + x)) dx =
n∑

j=0

αn−j κn−j Vj (A).

Since this equation holds for all α > 0, the values Vj (A) for j = 0, . . . , n depend
only on A and not on the special representation, and moreover Vj is additive. ��
Remark 5.9 The formula

∫

Rn

V0(A ∩ (Bn(α) + x)) dx =
n∑

j=0

αn−j κn−j Vj (A),

which we derived and used in the above proof, is a generalized Steiner formula; it
reduces to the classical Steiner formula if A ∈ Kn.

Remark 5.10 The extended Euler characteristic V0 (also called the Euler–Poincaré
characteristic) plays an important role in topology. In R

2 and for A ∈ U(K2), the
integer V0(A) can be interpreted as the number of connected components minus the
number of ‘holes’ in A.

Remark 5.11 On U(Kn), the functional Vn is still the volume (Lebesgue measure)
and F = 2Vn−1 can still be interpreted as the surface area (at least for sets which
are the closure of their interior). The other (extended) intrinsic volumes Vj do not
have a direct geometric interpretation.

Exercises and Supplements for Sect. 5.3

1. Provide an alternative proof of Theorem 5.10 which is based on the special case
i = 0 (already proved in the introduction of this section) and an application of
the recursion given in Exercise 5.1.10.

2. Calculate the probability that a random secant of B2(1) is longer than
√

3.
(According to the interpretation of a ‘random secant’, one might get here the
values 1

2 , 1
3 or 1

4 . Explain why 1
2 is the right, ‘rigid motion invariant’ answer.)

3. Let AK(n, k) be the set of all E ∈ A(n, k) such that E∩int K = ∅ and E∩K �= ∅.
Show that μk(AK(n, k)) = 0.
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4. Hadwiger’s idea of proving the additivity of the Euler characteristic V0 by
induction can be adjusted to other situations. For instance, it was observed by
P. Mani that

h(K, u) :=
∑

α∈R
α

[

V0(K ∩ H(u, α)) − lim
β↓α

V0(K ∩ H(u, β))

]

for K ∈ U(Kn) and u ∈ R
n \ {0} is properly defined and provides the additive

extension of the support function.

5.4 Kinematic Formulas

Intersecting a convex body K ∈ Kn with the image gL of a convex body L ∈ Kn

under a proper rigid motion g ∈ G(n), we obtain K ∩ gL, which is again a convex
body in R

n or the empty set. We may then apply a functional ϕ : Kn → R to
this intersection, for instance, we can choose the ith intrinsic volume ϕ = Vi , and
average over all g ∈ G(n) with respect to the Haar measure μ on G(n), which has
been introduced in Sect. 5.1. The following theorem shows that the result can be
expressed as a sum of products of intrinsic volumes of K and L (for ϕ = Vi). Thus
we obtain a closed and complete system of kinematic formulas, which can also be
iterated.

We prepare the theorem with two auxiliary results.

Lemma 5.7 Let K,L ∈ Kn. If ϕ : Kn → [0,∞) is continuous or increasing
(on nonempty convex bodies), then g �→ ϕ(K ∩ gL), g ∈ G(n), is measurable
and bounded. If G∗(n) := {g ∈ G(n) : K ∩ gL �= ∅, int(K) ∩ gL = ∅}, then
μ(G∗(n)) = 0.

Proof We have

{K ∩ gL : g ∈ G(n),K ∩ gL �= ∅} ⊂ {M ∈ Kn : M ⊂ K,M �= ∅}.

Since the set on the right-hand side is compact, this yields that g �→ ϕ(K ∩ gL),
g ∈ G(n), is bounded if ϕ is continuous. The assertion is obvious, if ϕ is increasing.
The map g �→ ϕ(K ∩ gL), g ∈ G∗(n), is continuous by Exercise 3.1.8, since
G(n) operates continuously on Kn. Hence, it remains to show that μ(G∗(n)) = 0.
For this, observe that for g = γ (t, �) ∈ G(n), we have g ∈ G∗(n) if and only if
t ∈ bd(K + �L∗), where L∗ = −L, as follows from a separation argument. Hence,
we obtain

μ(G∗(n) =
∫

SO(n)

λn(bd(K + �L∗)) ν(d�) = 0,

which completes the proof. ��
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Lemma 5.8 Let 0 ≤ k ≤ l ≤ n. If K,L ∈ Kn, then

∫

SO(n)

V (K[k], �L[l − k], Bn[n − l]) ν(d�)

=
[
n

k

]−1 [
n

l − k

]−1
κn

κkκl−k

Vk(K)Vl−k(L).

Proof We define the functional

RL(K) :=
∫

SO(n)

V (K[k], �L[l − k], Bn[n − l]) ν(d�)

for K ∈ Kn and fixed L ∈ Kn. Then RL is translation invariant, rotation
invariant, continuous, and additive (for the latter, see Exercise 4.5.6). Since RL

is homogeneous of degree k, Hadwiger’s characterization theorem yields that
RL(K) = ck(L)Vk(K) for K,L ∈ Kn. Thus, choosing K = Bn we obtain

ck(L) = Vk(B
n)−1RL(Bn)

= κn−k

κn

(
n

k

)−1 ∫

SO(n)

V (�L[l − k], Bn[n − l + k]) ν(d�)

= κn−k

κn

(
n

k

)−1

κn−l+k

(
n

l − k

)−1

Vl−k(L)

=
[
n

k

]−1 [
n

l − k

]−1
κn

κkκl−k

Vl−k(L),

which completes the argument. ��
Theorem 5.12 (Principal Kinematic Formula) Let i ∈ {0, . . . , n} and K,L ∈
Kn. Then

∫

G(n)

Vi(K ∩ gL) μ(dg) =
∑

k+l=n+i

αnikVk(K)Vl(L),

where

αnik =
[

n

k − i

]−1 [
k

i

]

=
[
n

l

]−1 [
k

i

]

is the same constant as in the Crofton formula.
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Proof We first consider the case i = 0. We put again L∗ = −L and write Ki (K,L)

for the kinematic integral. Then

K0(K,L) =
∫

SO(n)

∫

Rn

V0(K ∩ (�L + t)) λn(dt) ν(d�)

=
∫

SO(n)

Vn(K + �L∗) ν(d�)

=
n∑

j=0

(
n

j

)∫

SO(n)

V (K[j ], �L∗[n − j ]) ν(d�),

since K ∩ (�L + t) �= ∅ if and only if t ∈ K + �L∗. Using Lemma 5.8 with l = n

and k = j , we get

K0(K,L) =
n∑

j=0

(
n

j

)[
n

j

]−1 [
n

n − j

]−1
κn

κjκn−j

Vj (K)Vn−j (L)

=
n∑

j=0

[
n

j

]−1

Vj (K)Vn−j (L),

which completes the argument in the case i = 0.
For the derivation of the case i > 0, we start by using the Crofton formula, then

we apply Fubini’s theorem, we use the already established special case i = 0, and
finally we again apply Crofton’s formula. Proceeding in this order, we get

Ki (K,L) =
∫

G(n)

[
n

i

] ∫

A(n,n−i)

V0((K ∩ gL) ∩ E) μn−i (dE) μ(dg)

=
[
n

i

] ∫

A(n,n−i)

∫

G(n)

V0((K ∩ E) ∩ gL) μ(dg) μn−i (dE)

=
[
n

i

] ∫

A(n,n−i)

n∑

k=0

[
n

k

]−1

Vk(K ∩ E)Vn−k(L) μn−i (dE)

=
n−i∑

k=0

[
n

i

] [
n

k

]−1

Vn−k(L)

∫

A(n,n−i)

Vk(K ∩ E) μn−i (dE)

=
n−i∑

k=0

[
n

i

] [
n

k

]−1 [
n − i

k

] [
n

n − i − k

]−1

Vn−k(L)Vk+i (K)

=
n−i∑

k=0

[
k + i

i

] [
n

k

]−1

Vk+i (K)Vn−k(L),

which is the asserted formula. ��
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Remark 5.12 The principal kinematic formula is additive in K and L and
extends to polyconvex sets. Here we also have that (K ∩ M) ∩ gL =
(K ∩ gL) ∩ (M ∩ gL), where K,M,L ∈ Kn and g ∈ G(n).

If we replace the intersection in the principal kinematic formula by Minkowski
addition, the resulting integral will be unbounded over G(n). For this reason, we
drop the translative part of the operation. We shall see that then there is still an
integral-geometric formula for the mean values Vi(K + �L) if � ∈ SO(n) and the
integration is with respect to the Haar measure ν on the compact rotation group
SO(n).

Theorem 5.13 Let i ∈ {0, . . . , n}. If K,L ∈ Kn, then

∫

SO(n)

Vi(K + �L) ν(d�) =
i∑

k=0

[
n

i − k

]−1 [
n − k

i − k

]

Vk(K)Vi−k(L).

Proof We write Ri (K,L) for the rotation sum integral. Expanding the integrand,
we obtain

Ri (K,L) = κ−1
n−i

(
n

i

)∫

SO(n)

V ((K + �L)[i], Bn[n − i]) ν(d�)

= κ−1
n−i

(
n

i

) i∑

k=0

(
i

k

)∫

SO(n)

V (K[k], �L[i − k], Bn[n − i]) ν(d�)

= κ−1
n−i

(
n

i

) i∑

k=0

(
i

k

)[
n

k

]−1 [
n

i − k

]−1
κn

κkκi−k

Vk(K)Vi−k(L),

where we used Lemma 5.8 in the last step. The assertion of the theorem is obtained
by simplifying the constant. ��

A more general version of Theorem 5.13 can be derived if in that theorem K is
replaced by K + λM , for λ ≥ 0 and M ∈ Kn. In the resulting integral formula,
we can expand in λ. Then the following theorem is obtained by comparison of
coefficients. To simplify the constants, we express the result in terms of Sj (L) :=
Sj (L,Sn−1), L ∈ Kn, instead of Vj (L).

Theorem 5.14 Let 0 ≤ l ≤ i ≤ n. If K,L,M ∈ Kn, then

∫

SO(n)

V ((K + �L)[i − l],M[l], Bn[n − i]) ν(d�)

= 1

nκn

i∑

k=0

(
i − l

i − k

)

V (K[k − l],M[l], Bn[n − k]) Si−k(L).
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From the special case l = 1 of Theorem 5.14 we obtain the following local
version of a rotation sum formula for area measures.

Corollary 5.2 Let i ∈ {0, . . . , n − 1}. If K,L ∈ Kn, then

∫

SO(n)

Si(K + �L, ·) ν(d�) = 1

nκn

i∑

j=0

(
i

j

)

Sj (K, ·)Si−j (L).

This corollary is a special case of a rotation sum formula which involves the area
measures of both bodies (see [81, Theorem 4.4.6]).

Exercises and Supplements for Sect. 5.4

1. For a variant of the proof of the principal kinematic formula, one can consider
the kinematic integral as a functional Ki (K,L) of convex bodies K,L ∈ Kn.
First, fixing L and considering the dependence on K , one applies Hadwiger’s
characterization theorem to K �→ Ki (K,L) and thus finds that

Ki (K,L) =
n∑

j=0

cj (L)Vj (K)

for all K,L ∈ Kn. Since V0, . . . , Vn is a basis of the vector space of motion
invariant, continuous valuations and by the properties of L �→ Ki (K,L) for
fixed K ∈ Kn, it follows that Hadwiger’s characterization theorem can also be
applied to the coefficient functionals cj . Thus, we obtain

Ki (K,L) =
n∑

j,k=0

cjkVj (K)Vk(L)

for all K,L ∈ Kn. By a homogeneity argument, it follows that cjk = 0 unless
j +k = n+i. For i = 0, the coefficients can be determined by choosing K = Bn

and L = rBn with r > 0. A direct determination of the coefficients in the case
i > 0 does not seem to be so easy.

2. Hadwiger’s general integral-geometric formula. Let ϕ : Kn → R be additive and
continuous. Then

∫

G(n)

ϕ(K ∩ gM) μ(dg) =
n∑

k=0

ϕn−k(K)Vk(M), K,M ∈ Kn,
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where

ϕn−k(K) :=
∫

A(n,k)

ϕ(K ∩ F) μk(dF ), K ∈ Kn, k = 0, . . . , n.

3. An iterated version of the principal kinematic formula. For K0, . . . ,Kk ∈ Kn

and j ∈ {0, . . . , n}, prove that

∫

(G(n))k
Vj (K0 ∩ g1K1 ∩ . . . ∩ gkKk) μk(d(g1, . . . , gk))

=
n∑

m0,...,mk=j
m0+...+mk=kn+j

cn
j

k∏

i=0

cmi
n Vmi (Ki),

where ck
j := k!κk

j !κj
. Note that the case k = 1 is the principal kinematic formula.

There is also an iterated version of the principal kinematic formula for a
general functional as in Exercise 5.4.2.

4. Check the details of the derivation of Theorem 5.14 and of Corollary 5.2.
5. The integral-geometric formulas obtained in this chapter have been extended in

various directions. We have already seen that some of the integral-geometric
results for intrinsic volumes can be localized and stated for area measures. The
area measures are Borel measures on the unit sphere. For the purposes of integral
geometry, another sequence of measures, the curvature measures, have proved
to be useful. These curvature measures are Borel measures on R

n and can also
be considered as local generalizations of the intrinsic volumes. For instance, a
complete system of kinematic and Crofton formulas is known for these curvature
measures. Another direction of research concerns integral-geometric formulas
for the translation group. In this case, the integral average can often be expressed
in terms of mixed functionals or measures. We refer to [81, Section 4.4], [82],
and to [84, Part II] for a systematic introduction to and many other aspects of
integral geometry and its applications. For an introduction to a deeper study of
the connections between integral geometry and the theory of valuations, we also
recommend the Lecture Notes [3] of an advanced course on integral geometry
and valuations, the survey [12], as well as the Lecture Notes [48].

6. Show that Theorems 5.13, 5.14 and Corollary 5.2 have additive extensions to the
convex ring.

7. Hints to the literature: Applications of integral geometry to stochastic geometry
are systematically described and developed in [83, 84].



Chapter 6
Solutions of Selected Exercises

6.1 Solutions of Exercises for Chap. 1

Exercise 1.1.3

We proceed similarly as for Exercise 1.1.1, (e) ⇒ (a). Let λ1, . . . , λm ∈ R with
λ1 + · · · + λm = 0 and λ1x1 + · · · + λmxm = 0. Choose arbitrary positive constants
μ1, . . . , μm > 0 such that μi + λi > 0 for i = 1, . . . ,m. We define the constant
Λ := ∑m

i=1(μi + λi) > 0. Then

1 =
m∑

i=1

μi + λi

Λ
=

m∑

i=1

μi

Λ
+

m∑

i=1

λi

Λ
=

m∑

i=1

μi

Λ

and

m∑

i=1

μi + λi

Λ
xi =

m∑

i=1

μi

Λ
xi +

m∑

i=1

λi

Λ
xi =

m∑

i=1

μi

Λ
xi.

By the assumed uniqueness of convex combinations, we deduce that(λi + μi)/Λ =
μi/Λ for i = 1, . . . ,m, and hence λ1 = · · · = λm = 0.

Exercise 1.1.7

“⊂”: Since conv A ⊂ conv(A∪B) and conv B ⊂ conv(A∪B) we have conv A∪
conv B ⊂ conv(A ∪ B). Therefore

conv(conv A ∪ convB) ⊂ conv(conv(A ∪ B)) = conv(A ∪ B).

© Springer Nature Switzerland AG 2020
D. Hug, W. Weil, Lectures on Convex Geometry, Graduate Texts
in Mathematics 286, https://doi.org/10.1007/978-3-030-50180-8_6

239

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-50180-8_6&domain=pdf
https://doi.org/10.1007/978-3-030-50180-8_6


240 6 Solutions of Selected Exercises

“⊃”: Since A ⊂ conv A and B ⊂ conv B we have A ∪ B ⊂ convA ∪ conv B.
Therefore conv(A ∪ B) ⊂ conv(conv A ∪ conv B).

Exercise 1.1.8

“⊃”: Since A ⊂ conv A and B ⊂ conv B we have A + B ⊂ conv A + conv B.
A sum of convex sets is again convex. Therefore conv A+ convB is convex
and we have conv(A + B) ⊂ conv(conv A + conv B) = conv A + conv B.

“⊂”: Let x ∈ conv A + convB, i.e. x = ∑k
i=1 αiai + ∑l

j=1 βjbj , where k, l ∈
N, a1, . . . , ak ∈ A, b1, . . . , bl ∈ B, α1, . . . , αk, β1, . . . , βl ∈ [0, 1] with∑k

i=1 αi = 1 = ∑l
j=1 βj . Then

x =
k∑

i=1

αiai +
l∑

j=1

βjbj

=
l∑

j=1

βj

k∑

i=1

αiai +
k∑

i=1

αi

l∑

j=1

βjbj

=
l∑

j=1

k∑

i=1

βjαi(ai + bj
︸ ︷︷ ︸
∈A+B

)

and
∑l

j=1
∑k

i=1 βjαi = 1. Therefore x ∈ conv(A + B).

Exercise 1.1.13

First, suppose that A ⊂ R
n is convex, closed and unbounded.

Claim If 0 ∈ A, then there is a u ∈ S
n−1 such that [0,∞)u ⊂ A.

Let 0 ∈ A. Since A is unbounded, there is a sequence (xk)k∈N ⊂ A such that
‖xk‖ → ∞ as k → ∞. Define uk := xk‖xk‖ for k ∈ N. Then (uk)k∈N ⊂ S

n−1

and there are a subsequence (uki )i∈N and a vector u ∈ S
n−1 such that uki → u as

i → ∞.
Let λ ≥ 0. There is a k0 ∈ N0 such that ‖xk‖ > λ for all k > k0. Then

λuk = λ

‖xk‖xk = λ

‖xk‖xk +
(

1 − λ

‖xk‖
)

0 ∈ A,

since A is convex. Since A is closed, it follows that λu ∈ A.
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It remains to show that for all a ∈ A there is a u ∈ S
n−1 such that a +[0,∞)u ⊂

A. For this, let a ∈ A. Then A − a is closed, convex and unbounded and 0 ∈
A − a. By the above, there is a u ∈ S

n−1 such that [0,∞)u ⊂ A − a. Hence,
a + [0,∞)u ⊂ A, which completes the proof. Note that for a set A ⊂ R

n which is
convex, unbounded and closed we proved that in fact each point of A is the starting
point of an infinite ray.

Finally, we assume that A is (just) convex and unbounded. Since A is nonempty,
by Theorem 1.10 there is an a ∈ relint A ⊂ cl A. By Corollary 1.2 cl A is convex.
Thus, there is a u ∈ S

n−1 such that a +[0,∞)u ⊂ cl A. Let μ > 0. Then a +2μu ∈
cl A and a ∈ relint A imply [a, a + 2μu) ⊂ relint A ⊂ A by Proposition 1.2. Since
a + μu ∈ [a, a + 2μu) for all μ > 0, we conclude that a + [0,∞)u ⊂ A.

Exercise 1.2.7

Definition A set A ⊂ R
n is called connected if there are no open sets O1,O2 ⊂ R

n

such that A ∩ O1 �= ∅ �= A ∩ O2, A ∩ O1 ∩ O2 = ∅, A ⊂ O1 ∪ O2.

The following basic facts are shown in textbooks on elementary topology: If
Ai ⊂ R

n, i ∈ I �= ∅, are connected sets and x ∈ Ai for all i ∈ I , then
⋃

i∈I Ai is
connected. The union of all connected subsets of A ⊂ R

n containing a fixed point
x ∈ A is called the connected component of x in A. This is a connected set. The set
A is the disjoint union of its connected components.

Claim Let A ⊂ R
n be a set with at most n connected components, and let a ∈

conv(A). Then there are a1, . . . , an ∈ A with a ∈ conv{a1, . . . , an}.
Before we prove the claim, we show by an example that even for a path-

connected set (and hence connected set) the number of points which are needed
cannot be reduced in general. For this, let x0, . . . , xn be affinely independent points
in R

n. Let A := ⋃n
i=1[x0, xi]. Then A is path-connected. Any n − 1 points of A lie

in the convex hull of at most n of the points x0, . . . , xn. Then it is easy to check that
x := 1/(n + 1)(x0 + · · · + xn) ∈ conv(A) is not a convex combination of at most
n − 1 points of A.

Now we turn to the proof of the claim. By Carathéodory’s theorem there are
points a1, . . . , an+1 ∈ A and numbers λ1, . . . , λn+1 ≥ 0 with λ1 + · · · + λn+1 = 1
and λ1a1 + · · · + λn+1an+1 = a. We can assume that a1, . . . , an+1 are affinely
independent and that λ1, . . . , λn+1 > 0. For j ∈ {1, . . . , n + 1}, let

Cj := a − pos{a1 − a, . . . , (aj − a)∨, . . . , an+1 − a}.

As usual, (aj − a)∨ means that aj − a is omitted.



242 6 Solutions of Selected Exercises

Then aj ∈ int(Cj ), for j ∈ {1, . . . , n + 1}, since λ1, . . . , λn+1 > 0,

aj − a = −
n+1∑

i=1,i �=j

λi

λj

(ai − a)

and since the n vectors a1−a, . . . , (aj −a)∨, . . . , an+1 −a are linearly independent
(which can be easily checked).

Next we show that the cones int(Cj ), 1 ≤ j ≤ n + 1, are pairwise disjoint. To
see this, suppose that z ∈ C1 ∩ Cd+1 (say). Then

z = a −
n+1∑

i=2

βi(ai − a) = a −
n∑

i=1

γi(ai − a), βi , γi ≥ 0.

Since
∑n+1

i=1 λi(ai − a) = 0 we get

n∑

i=2

(

βi − γi − λi

λn+1
βn+1

)

(ai − a) −
(

λ1

λn+1
βn+1 + γ1

)

(a1 − a) = 0.

This yields βn+1
λ1

λn+1
+ γ1 = 0, that is, γ1 = 0 and βn+1 = 0. But then z ∈

bd(C1) ∩ bd(Cn+1).
Let Aj denote the connected component of aj ∈ int(Cj ), j ∈ {1, . . . , n + 1}. If

Aj ∩bd(Cj ) = ∅, then Aj ⊂ int(Cj ). Since A has at most n connected components
and the sets int(Cj ), 1 ≤ j ≤ n + 1, are pairwise disjoint, we get Aj ∩ bd(Cj ) �= ∅
for some j ∈ {1, . . . , n + 1}. Hence, we have (say) z0 ∈ An+1 ∩ bd(Cn+1) �= ∅.

Since

bd(Cn+1) = a −
{

n∑

i=1

μi(ai − a) : μi ≥ 0 for i = 1, . . . , n and

μj = 0 for some j ∈ {1, . . . , n}
}

we can assume that (say) z0 = a −∑n
i=2 μi(ai − a) ∈ An+1 ⊂ A, μ2, . . . , μn ≥ 0.

But then we further conclude that
(

1 +
n∑

i=2

μi

)

a = z0 +
n∑

i=2

μiai,
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that is,

a =
(

1 +
n∑

i=2

μi

)−1 (

z0 +
n∑

i=2

μiai

)

∈ conv{z0, a2, . . . , an},

which proves the assertion.

Exercise 1.2.11

First, assume that c is as in Exercise 1.2.10. Let p ∈ −(K−c), that is, p = −(a−c)

for some a ∈ K . If a = c, then p = 0 ∈ n(K − c). Hence, suppose that a �= c.
Choose b ∈ bd(K) ∩ (a + [0,∞)(c − a). Then

‖a − c‖ ≤ n

n + 1
‖a − b‖ = n

n + 1
(‖a − c‖ + ‖b − c‖) ,

thus ‖a − c‖ ≤ n‖b − c‖. This shows that c − a = λn(b − c) for some λ ∈ [0, 1].
It follows that

p = λn(b − c) ∈ λn(K − c) ⊂ n(K − c),

which proves the asserted inclusion.
For the reverse direction, suppose that −(K − c) ⊂ n(K − c) for some c ∈ K .

Let a ∈ int K . Then c − a = −(a − c) ∈ n(K − c). Hence there is some k ∈ K

with c − a = n(k − c). This shows that (n + 1)c = a + nk, that is,

c = 1

n + 1
a + n

n + 1
k ∈ (a, k) ⊂ int K.

Therefore, we get c ∈ int K . Let a ∈ K , b ∈ bd K and c ∈ [a, b]. Then we
get −(a − c) ∈ −(K − c) ⊂ n(K − c) and hence there is some k ∈ K with
−(a−c) = n(k−c). Then there is some λ ∈ [0, 1] such that (k−c) = λ(b−c) �= 0,
since c ∈ int K and b ∈ bd K . This shows that −(a − c) = nλ(b − c). From this
we conclude that

‖a − c‖ ≤ n‖b − c‖ = n(‖a − b‖ − ‖a − c‖),

which implies that ‖a − c‖ ≤ n
n+1‖a − b‖.
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Exercise 1.3.3

Let A,B ⊂ R
n be convex.

(a) “⊂”: By Corollary 1.3 we have

A + B ⊂ cl A + cl B = cl(relint A) + cl(relint B) ⊂ cl(relint A + relint B),

and hence

cl(A + B) ⊂ cl(relint A + relint B).

Moreover, we also have

cl(relint A + relint B) ⊂ cl(A + B).

Therefore,

aff(A + B) = aff(cl(A + B)) = aff(cl(relint A + relint B)).

Then Corollary 1.3 implies that

relint(A + B) ⊂ relint(cl(relint A + relint B))

= relint(relint A + relint B)

⊂ relint A + relint B.

“⊃”: Let a ∈ relint A and b ∈ relint B. We show that for all y ∈ aff(A + B)

there is some z ∈ (a + b, y) such that [a + b, z] ⊂ A + B.
For this, let y ∈ aff(A+B). Then there are k ∈ N, yi = ai + bi with ai ∈ A,

bi ∈ B, αi ∈ [0, 1], for i = 1, . . . , k, such that

y =
k∑

i=1

αiyi and
k∑

i=1

αi = 1.

Define

ya :=
k∑

i=1

αiai ∈ aff A and yb :=
k∑

i=1

αibi ∈ aff(B).

Since a ∈ relint A and ya ∈ aff(A), Theorem 1.11 shows that there is some
λa ∈ (0, 1) such that

(1 − λ)a + λya ∈ A for λ ∈ [0, λa].
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Since b ∈ relint B and yb ∈ aff(B), Theorem 1.11 shows that there is some
λb ∈ (0, 1) such that

(1 − λ)b + λyb ∈ B for λ ∈ [0, λb].

Let λ0 := min{λa, λb} ∈ (0, 1). Then

(1−λ)(a+b)+λy = (1−λ)a+λya+(1−λ)b+λyb ∈ A+B for λ ∈ [0, λ0].

Hence we can choose z := (1 − λ0)(a + b) + λ0y.
(b) Let A be bounded.

“⊃”: Let a ∈ cl A, b ∈ cl B. Thus there are sequences (ar)r∈N ⊂ A,
(br)r∈N ⊂ B with limr→∞ ar = a and limr→∞ br = b. From
(ar + br)r∈N ⊂ A + B and limr→∞(ar + br) = a + b we conclude
a + b ∈ cl(A + B).

“⊂”: Let x ∈ cl(A + B). There is a sequence (xr )r∈N ⊂ A + B with
limr→∞ xr = x. Hence there are sequences (ar)r∈N ⊂ A, (br)r∈N ⊂ B

with xr = ar + br and limr→∞ xr = limr→∞(ar + br) = x. Since
A is bounded, cl A is compact and (ar) ⊂ cl A has a converging sub-
sequence (ark )k∈N with limk→∞ ark =: a ∈ cl A. Then limk→∞ brk =
limk→∞((brk + ark ) − ark ) = x − a =: b which implies that b ∈ cl B.
From this we finally deduce x = a + b ∈ cl A + cl B.

(c) Let A = {(x, y) ∈ R
2 : x ≥ 0, y ≥ 1

x
} = cl A and B = (−∞, 0]× {0} = cl B.

Then A+B = {(x, y) ∈ R
2 : y > 0} and cl(A+B) = {(x, y) ∈ R

2 : y ≥ 0},
but cl(A + B) � cl A + cl B = A + B.

Exercise 1.4.3

“⇒”: Let A be compact and u ∈ S
n−1. Consider the map f (x) := 〈x, u〉, which

is continuous on R
n. Since A is compact, it attains its maximum value α,

i.e. 〈x, u〉 ≤ α for all x ∈ A and 〈x0, u〉 = α for some x0 ∈ A. Thus
A ⊂ {f ≤ α} and E := {f = α} is a supporting hyperplane of A since
x0 ∈ E ∩ A.

“⇐”: It remains to show that A is bounded. Let {e1, . . . , en} be the standard
basis of Rn. By the assumption there are supporting halfspaces {〈ei, ·〉 ≤
αi} and {〈−ei, ·〉 ≤ βi} of A for all i ∈ {1, . . . , n}. Let R :=
max{α1, . . . , αn, β1, . . . , βn} and consider x ∈ A, x = (x1, . . . , xn)

�.
Then xi = 〈ei , x〉 ≤ αi ≤ R and −xi = 〈−ei, x〉 ≤ βi ≤ R imply
|xi| ≤ R. Thus ‖x‖2 = ∑n

i=1 |xi |2 ≤ nR2 and ‖x‖ ≤ √
nR. Therefore

A ⊂ Bn(0,
√

nR) and hence A is bounded.
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Exercise 1.4.8

Let A ∩ Hi , i ∈ I , be support sets of A. Suppose that x0 ∈ ⋂
i∈I (K ∩ Hi) �= ∅.

Then there are ui �= 0 with Hi = H(ui, 〈x0, ui〉) and K ⊂ H−(ui, 〈x0, ui〉). Let
u1, . . . , um be a maximal set of linearly independent vectors from {ui : i ∈ I }. We
define u := u1 + · · ·+um. Then u �= 0, H(u, 〈x0, u〉) is a supporting hyperplane of
K and

⋂
i∈I (K ∩ Hi) = K ∩ H(u, 〈x0, u〉).

To see this, let x ∈ K . Then 〈x, ui〉 ≤ 〈x0, ui〉, i ∈ I , in particular, we get
by addition of the corresponding inequalities for u1, . . . , um that 〈x, u〉 ≤ 〈x0, u〉.
Therefore, we have K ⊂ H−(u, 〈x0, u〉). Next assume that x ∈ ⋂

i∈I (K ∩ Hi).
Then x ∈ K and 〈x, ui〉 = 〈x0, ui〉 for i ∈ I , hence also 〈x, u〉 = 〈x0, u〉, that is,
x ∈ H(u, 〈x0, ui〉). Now, let x ∈ H(u, 〈x0, ui〉). Then we have 〈x, u〉 = 〈x0, u〉 and
〈x, ui〉 ≤ 〈x0, ui〉 for all i ∈ I , since x ∈ K . Thus we get

〈x, u〉 =
m∑

i=1

〈x, ui〉 ≤ 〈x0, ui〉 = 〈x0, u〉,

hence we deduce that 〈x, ui〉 = 〈x0, ui〉 for i = 1, . . . ,m. Since this is a linear
relation in ui and any other u′ ∈ {ui : i ∈ I } is a linear combination of u1, . . . , um,
this holds for any of the vectors ui , i ∈ I . This proves the reverse inclusion.

Exercise 1.4.11

(a) Let u, v ∈ N(A, a), λ ≥ 0 and x ∈ A. Then

〈u + λv, x − a〉 = 〈u, x − a〉 + λ〈v, x − a〉 ≤ 0.

This shows that N(A, a) is a convex cone. If ui ∈ N(A, a), i ∈ N, and ui → u

as i → ∞, then 〈ui, x − a〉 ≤ 0 for x ∈ A and i ∈ N. Then also 〈u, x − a〉 ≤ 0
for x ∈ A. Hence N(A, a) is closed. A similar argument shows that A can be
enlarged to its closure without changing the normal cone.

(b) Clearly, N(A, a) ⊂ N(A∩Bn(a, ε), a). For the reverse inclusion, let x ∈ A. For
t ∈ (0, 1), let xt = a+t (x−a) = (1−t)a+tx ∈ A and u ∈ N(A∩Bn(a, ε), a).
Then

t〈u, x − a〉 = 〈u, xt − a〉 ≤ 0

if t > 0 is sufficiently small (since then xt ∈ A∩Bn(a, ε)). Thus 〈u, x−a〉 ≤ 0,
that is, u ∈ N(A, a).

(c) By (a) we can assume that A is closed. Then the first assertion follows from
the existence of a supporting hyperplane of A passing through a and the second
assertion is clear.
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Exercise 1.4.12

Let u ∈ N(A + B, a + b). Hence 〈u, x + y − (a + b)〉 ≤ 0 for x ∈ A and
y ∈ B. Choosing y = b, this yields u ∈ N(A, a). Choosing x = a, this yields
u ∈ N(B, b). Hence u ∈ N(A, a) ∩ N(B, b). The reverse inclusion follows by
adding the individual inequalities.

Exercise 1.4.13

We can assume that A,B are closed.

“⊃”: Let u = u1 + u2, u1 ∈ N(A, c), u2 ∈ N(B, c). Then

〈u1, a − c〉 ≤ 0, 〈u2, b − c〉 ≤ 0,

for a ∈ A, b ∈ B. Then, for x ∈ A ∩ B,

〈u, x − c〉 = 〈u1, x − c〉 + 〈u2, x − c〉 ≤ 0 + 0 = 0.

Hence u ∈ N(A ∩ B, c).
“⊂”: Let u ∈ N(A ∩ B, c). Define closed convex sets

A∗ : = A × [0,∞),

B∗ : = {(b, λ) ∈ B × R : λ ≤ 〈u, b − c〉}.

Then

relint A∗ : = relint A × (0,∞),

relint B∗ : = {(b, λ) ∈ relint B × R : λ < 〈u, b − c〉}.

Claim relint A∗∩relint B∗ = ∅. In fact, if not then there is some (x, λ) ∈ relint A∗∩
relint B∗, in particular, x ∈ A ∩ B, λ > 0 and λ < 〈u, b − c〉 ≤ 0, a contradiction.

But then A∗ and B∗ can be properly separated. Hence there is some (v, γ ) ∈
R

n+1 \ {0} such that

〈(a, λ1), (v, γ )〉 ≤ 〈(b, λ2), (v, γ )〉 for (a, λ1) ∈ A∗, (b, λ2) ∈ B∗

and there is some (a0, λ0
1) ∈ A∗ and some (b0, λ0

2) ∈ B∗ such that

〈(a0, λ0
1), (v, γ )〉 < 〈(b0, λ0

2), (v, γ )〉.
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Thus we have

〈a, v〉 + λ1γ ≤ 〈b, v〉 + λ2γ,

for all a ∈ A, λ1 ≥ 0, b ∈ B, λ2 ≤ 〈u, b − c〉, and

〈a0, v〉 + λ0
1γ ≤ 〈b0, v〉 + λ0

2γ,

for some a0 ∈ A, λ0
1 ≥ 0, b0 ∈ B, λ0

2 ≤ 〈u, b0 − c〉.
Since (c, 1) ∈ A∗ and (c, 0) ∈ B∗, we have

〈c, v〉 + γ ≤ 〈c, v〉 + 0 ⇒ γ ≤ 0.

If γ = 0, then 〈a, v〉 ≤ 〈b, v〉 for a ∈ A, b ∈ B and 〈a0, v〉 ≤ b0, v〉 for some a0 ∈
A, b0 ∈ B. But then A,B can be properly separated, that is relint A ∩ relint B = ∅,
a contradiction. This implies that γ < 0.

Since (a, 0) ∈ A∗ for a ∈ A and (c, 0) ∈ B∗, we get 〈a, v〉 ≤ 〈c, v〉 for a ∈ A,
hence 〈v, a −c〉 ≤ 0 for a ∈ A, that is, v ∈ N(A, c). Thus we get −v/γ ∈ N(A, c).

Since (c, 0) ∈ A∗ and (b, 〈u, b − c〉) ∈ B∗ for b ∈ B, we get

〈c, v〉 ≤ 〈b, v〉 + 〈u, b − c〉γ.

Hence 〈b−c, v+γ u〉 ≥ 0 or 〈b−c, v/γ +u〉 ≤ 0 for b ∈ B. Thus we have v/γ +u ∈
N(B, c) and therefore u ∈ −v/γ +N(B, c). Hence we get u ∈ N(A, c)+N(B, c).

Exercise 1.5.3

(a) Let A ⊂ R
n be closed and convex. Let ∅ �= M ⊂ A be extreme and x ∈ cl M .

Since M is convex, relint M is not empty by Theorem 1.10. Let y ∈ relint M .
There is a z ∈ M such that y ∈ (z, x) and thus (z, x) ∩ M �= ∅. Since M is
extreme, we obtain that [z, x] ⊂ M . Hence x ∈ M .

(b) Consider M = A ∩ H(u, α), where α ∈ R, u ∈ S
n−1 and H(u, α) is

a supporting hyperplane with A ⊂ H−(u, α). Let x, y ∈ A be such that
(x, y) ∩ M �= ∅, i.e. λx + (1 − λ)y ∈ M for some λ ∈ (0, 1). Then

〈x, u〉 ≤ α, 〈y, u〉 ≤ α and 〈λx + (1 − λ)y, u〉 = α.

This implies that 〈x, u〉 = α = 〈y, u〉 and thus (by the convexity of A) [x, y] ⊂
M .

(c) Let x, y ∈ A be such that (x, y) ∩ (M ∩ N) �= ∅. Then (x, y) ∩ M �= ∅
implies that [x, y] ⊂ M and (x, y) ∩ N �= ∅ implies that [x, y] ⊂ N . Hence
[x, y] ⊂ M ∩ N . The convexity of M ∩ N follows since the intersection of two
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convex sets is convex. The same argument works for the intersection of arbitrary
families of faces of A.

(d) Let x, y ∈ A, (x, y) ∩ N �= ∅. Then (x, y) ∩ M �= ∅. Since M is extreme in
A, we obtain [x, y] ⊂ M and in particular x, y ∈ M . From this it follows that
[x, y] ⊂ N , since N is extreme in M .

(e) We first show that if M ∩ relint(N) �= ∅, then N ⊂ M . So let x ∈ M ∩ relint(N)

and let z ∈ N \ {x}. Then there is some y ∈ N such that x ∈ (y, z) ⊂ N ⊂ M .
Since M is extreme, it follows that [y, z] ⊂ M , hence z ∈ M . To conclude
the assertion in (e), simply observe that relint(M) ∩ relint(N) �= ∅ implies that
M ⊂ N and N ⊂ M , that is, M = N .

(f) It remains to prove the existence. The uniqueness assertion follows from (e).
Let F be the intersection of all faces of A which contain B. (The set A itself
contains B, for instance.) Then F is a face of A by (c) and B ⊂ F . We claim
that B ⊂ relint(F ). Assume that x ∈ B \ relint(F ). Hence x ∈ relbd(F ). Hence
there is a supporting hyperplane H of F with x ∈ H , H ∩ F �= F (in the affine
hull of F ). We have x ∈ B ⊂ F , B is relatively open, and hence B ⊂ H and
therefore B ⊂ H ∩ F . Then H ∩ F is a face of F , hence also a face of A. But
then F ⊂ H ∩ F by the definition of F , a contradiction.

(g) This is clear by the preceding parts of the exercise.
(h) We can assume that dim(A) = n. Let F be an (n − 1)-dimensional extreme

face. Choose x ∈ relint(F ). Then there is a supporting hyperplane of A through
x, hence F ⊂ A∩H . But H ∩A is a face of A and the relative interiors of these
faces intersect. Hence F = A ∩ H .

6.2 Solutions of Exercises for Chap. 2

Exercise 2.1.2

(a) ⇒ (b): Let f be closed, i.e., epi f is closed. Let x ∈ R
n and set

z := lim infy→x f (y). For z = ∞ there is nothing to show.
Hence, let z �= ∞ and let (yk) be a sequence with yk → x

as k → ∞ and limk→∞ f (yk) = z. Since epi f is closed, we
have (x, z) = limk→∞(yk, f (yk)) ∈ epi f . This implies that
f (x) ≤ z = lim infy→x f (y).

(b) ⇒ (c): Let f be lower semi-continuous and α ∈ R. For {f ≤ α} = ∅ there
is nothing to show. Otherwise, let (xk) ⊂ {f ≤ α} be a convergent
sequence with limit x. Then we have f (x) ≤ lim infy→x f (y) ≤
lim infk→∞ f (xk) ≤ α. Thus f (x) ≤ α and x ∈ {f ≤ α}. Hence
{f ≤ α} is closed.

(c) ⇒ (a): Let all the sublevel sets {f ≤ α}, α ∈ R, be closed. Let (xk, αk) ∈
epi f with limk→∞(xk, αk) = (x, α). Let ε > 0. Then there is a
k0(ε) ∈ N such that f (xk) ≤ αk ≤ α + ε for k ≥ k0(ε). Hence,
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xk ∈ {f ≤ α + ε} for k ≥ k0(ε). Since all sublevel sets are closed, this
implies that x ∈ {f ≤ α + ε}, that is, f (x) ≤ α + ε. Since ε > 0 was
arbitrary, this implies that f (x) ≤ α, and we conclude (x, α) ∈ epi f .

Exercise 2.2.4

(a) For x, y ∈ A and λ ∈ [0, 1], define gxy(λ) := f ((1 − λ)x + λy). Since f is
differentiable, gxy is also differentiable (in fact, in an open neighbourhood of
[0, 1]). Then

g′
xy(λ) = 〈grad f ((1 − λ)x + λy), y − x〉.

Clearly, f is convex if and only if gxy is convex for all x, y ∈ A; the latter is
equivalent to g′

xy being increasing for all x, y ∈ A.
“⇒”: Let f be convex. Then gxy is convex. Hence g′

xy is increasing. In
particular, we have g′

xy(0) ≤ g′
xy(1), which shows that

〈grad f (x), y − x〉 ≤ 〈grad f (y), y − x〉,

from which the assertion follows.
“⇐”: Let f be such that the monotonicity condition for grad f is satisfied.

Let x, y ∈ A and λ0, λ1 ∈ [0, 1] with λ0 < λ1. Then

g′
xy(λ1) − g′

xy(λ0)

= 〈grad f (x + λ1(y − x)) − grad f (x + λ0(y − x)), y − x〉 ≥ 0.

Thus g′
xy is increasing, and hence gxy is convex, which shows that f is convex.

(b) For x, y ∈ A and λ ∈ [0, 1], define gxy(λ) := f ((1−λ)x+λy). Since f is twice
differentiable, gxy is also twice differentiable (in fact, in an open neighbourhood
of [0, 1]). Then

g′′
xy(λ) = d2f ((1 − λ)x + λy)(y − x, y − x).

Clearly, f is convex if and only if gxy is convex, for all x, y ∈ A; the latter is
equivalent to g′′

xy ≥ 0.

“⇐”: Let ∂2f (x) be positive semi-definite for all x ∈ A, that is,
d2f (x)(v, v) ≥ 0 for all v ∈ R

n. But then g′′
xy ≥ 0 for all x, y ∈ A, and

therefore gxy is convex. The convexity of gxy now yields the convexity of f .
“⇒”: Let f be convex. Hence gxy is convex and g′′

xy ≥ 0 for all x, y ∈ A.

Let x ∈ A and ε > 0 be such that Bn(x, ε) ⊂ A. Furthermore, let u ∈ S
n−1

and define x ′ := x − εu and y ′ := x + εu which are both elements of A.
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From g′′
x ′y ′( 1

2 ) = d2f (x)(2εu, 2εu) ≥ 0 it follows that d2f (x)(u, u) ≥ 0 for

all u ∈ S
n−1. This implies that d2f (x)(v, v) ≥ 0 for all v ∈ R

n, and hence
d2f (x) is positive semi-definite for all x ∈ A.

Exercise 2.2.5

Let x ∈ int dom f .

(a) • ∂f (x) �= ∅: Since x ∈ int dom f , we have (x, f (x)) ∈ bd(cl(epi f )). By
Theorem 1.16 there is a supporting hyperplane H of epi f through (x, f (x)),
which is not vertical since x ∈ int dom f . Hence, we get (x, f (x)) ∈ H :=
{(z, t) ∈ R

n+1 : 〈(z, t), (ṽ, r)〉 = α}, where r ∈ R and ṽ ∈ R
n (not

both zero), and epi f ⊂ H+. This implies that 〈x, ṽ〉 + f (x)r = α and
〈y, ṽ〉 + tr ≥ α for all t ≥ f (y) and y ∈ R

n, in particular, we conclude
that r > 0. Hence, 〈y − x, ṽ〉 + (f (y) − f (x))r ≥ 0 for all y ∈ R

n. Then
〈y − x, v〉 ≤ f (y) − f (x) with v := ṽ

−r
. Thus v ∈ ∂f (x).

• ∂f (x) is closed: Let vi ∈ ∂f (x) with vi → v ∈ R
n as i → ∞. Let y ∈ R

n

be arbitrary. Then f (y)−f (x) ≥ 〈vi, y −x〉 for all i ∈ N. By the continuity
of the inner product we thus have f (y) − f (x) ≥ 〈v, y − x〉 and hence
v ∈ ∂f (x).

• ∂f (x) is bounded: By Theorem 2.5 there is some α > 0 and some L =
L(α, x) > 0 such for all y ∈ R

n with ‖x −y‖ ≤ α we have |f (x)−f (y)| ≤
L · ‖x − y‖. Now let v ∈ ∂f (x) \ {0}. Then ‖x − (x +α v

‖v‖ )‖ ≤ α and hence

αL ≥
∣
∣
∣
∣f

(

x + α
v

‖v‖
)

− f (x)

∣
∣
∣
∣ ≥ f

(

x + α
v

‖v‖
)

− f (x) ≥
〈

v, α
v

‖v‖
〉

by the definition of ∂f (x). From this it follows that ‖v‖ ≤ L. Hence ∂f (x)

is bounded.
• ∂f (x) is convex: Let v1, v2 ∈ ∂f (x) and λ ∈ (0, 1). Then f (y) − f (x) ≥

〈vi, y − x〉 for i = 1, 2 and all y ∈ R
n. Using this we get, for all y ∈ R

n,

f (y) − f (x) = λ(f (y) − f (x)) + (1 − λ)(f (y) − f (x))

≥ λ〈v1, y − x〉 + (1 − λ)〈v2, y − x〉
= 〈λv1 + (1 − λ)v2, y − x〉.

Hence, λv1 + (1 − λ)v2 ∈ ∂f (x).
(b) “⊂”: Let v ∈ ∂f (x), u ∈ R

n\{0} and t > 0. Then f (x + tu) − f (x) ≥ t〈v, u〉
yields f ′(x; u) ≥ 〈v, u〉.
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“⊃”: Let 〈v, u〉 ≤ f ′(x; u) for u ∈ R
n\{0}. Define h(t) := f (x + tu) for t ∈ R.

The function h is convex and hence

f (x + u) − f (x) = h(1) − h(0)

1 − 0
≥ h′(0) = f ′(x; u) ≥ 〈v, u〉.

Thus, choosing u = y − x we see that v ∈ ∂f (x).
(c) Let f be differentiable at x. Then f ′(x; u) = 〈grad f (x), u〉 for all u ∈ R

n

and hence grad f (x) ∈ ∂f (x) by (b). Now let v ∈ ∂f (x) and u �= 0. Then, by
(b), 〈v, u〉 ≤ f ′(x; u) = −f ′(x; −u) ≤ 〈v, u〉, since 〈v,−u〉 ≤ f ′(x; −u).
Hence 〈v, u〉 = f ′(x; u) = 〈grad f (x), u〉 for all u �= 0. From this we conclude
v = grad f (x).

Exercise 2.2.6

Since the argument is local (with respect to the given point x ∈ int dom f ), we can
assume that f is real-valued. We put

grad f (x) =
n∑

i=1

fi(x)ei,

where fi(x) denotes the ith partial derivative of f at x in direction ei and e1, . . . , en

is an orthonormal basis. We consider g(h) := f (x + h) − f (x) − 〈grad f (x), h〉,
h ∈ R

n. Then g(0) = 0, g has partial derivatives at 0 and gi(0) = 0 for i = 1, . . . , n.
Moreover, g is real-valued and convex. We write h = ∑n

i=1 ηiei and then obtain

g(h) = g

(
n∑

i=1

ηiei

)

= g

(
1

n

n∑

i=1

nηiei

)

≤ 1

n

n∑

i=1

g(nηiei) =
∑

∗
ηi

g(nηiei)

nηi

≤
(
∑

∗
η2

i

) 1
2
(
∑

∗

(
g(nηiei)

nηi

)2
) 1

2

≤ ‖h‖
∑

∗

∣
∣
∣
∣
g(nηiei)

nηi

∣
∣
∣
∣ ,

where the summation extends over all i = 1, . . . , n for which ηi �= 0. Now observe
that

0 = g(0) = g

(
1

2
(h + (−h))

)

≤ 1

2
(g(h) + g(−h))
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implies that −g(−h) ≤ g(h) and hence

−‖h‖
∑

∗

∣
∣
∣
∣
g(−nηiei)

−nηi

∣
∣
∣
∣ ≤ −g(−h) ≤ g(h) ≤ ‖h‖

∑

∗

∣
∣
∣
∣
g(nηiei)

nηi

∣
∣
∣
∣ ,

from which we conclude that |g(h)|/‖h‖ → 0 as ‖h‖ → 0. This shows that f is
differentiable at x.

Exercise 2.2.7

Let f : R
n → R be convex. By Exercise 2.2.6, a convex function f is

differentiable in x, if all partial derivatives of f in x exist. Let Di(f ) :=
{x ∈ R

n : fi(x) exists}, i ∈ {1, . . . , n}. This is a measurable set. We want to
show that the complement of this set is a null set. It is sufficient to consider the case
i = 1. For z ∈ {0}×R

n−1, let fz(t) := f (z+ te1) for t ∈ R. Then z+ te1 ∈ D1(f )

if and only if t ∈ D1(fz). Hence we get

∫

Rn

1{x ∈ D1(f )c} dx =
∫

Rn−1

∫

R

1{z + te1 ∈ D1(f )c} dt dz

=
∫

Rn−1

∫

R

1{t ∈ D1(fz)
c} dt dz = 0.

Here we use that the function fz : R → R is convex and hence differentiable almost
everywhere. Since finite unions of null sets are null sets, all partial derivatives exist
almost everywhere, hence f is differentiable almost everywhere.

Exercise 2.2.13

By definition, (v,−1) ∈ N(epi f, (x, f (x))) if and only if

〈(y, η) − (x, f (x)), (v,−1)〉 ≤ 0

for all (y, η) ∈ epi f . The latter is the same as requiring that

〈y − x, v〉 ≤ η − f (x)

for all y ∈ R
n and all η ∈ R such that η ≥ f (y). But this just means that v ∈ ∂f (x).
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Exercise 2.3.1

Let f : Rn → R be positively homogeneous, i.e., f (λx) = λf (x), for x �= 0 and
λ > 0, and twice continuously differentiable on R

n \ {0}.
The following assertions are needed in the argument:

Claim 1 d2f is positively homogeneous of degree −1.

Proof Let x �= 0 and λ > 0. Since f is positively homogeneous, f (λx) = λf (x).
Then λfi(λx) = λfi(x) and λfij (λx) = fij (x) for i, j = 1, . . . , n. Hence we obtain
d2f (λx) = 1

λ
d2f (x). ��

Claim 2 d2f (x)(x) = 0 for x �= 0.

Proof Let x �= 0 and λ > 0. Then fi(λx) = fi(x) for i = 1, . . . , n, and taking the
derivative with respect to λ implies that

∑n
j=1 fij (λx)xj = 0. Hence d2f (x)(x)

= 0. ��
Claim 3 d2f (x)|x⊥ : x⊥ → x⊥ for x �= 0.

Proof Let y ⊥ x. Then

〈d2f (x)(y), x〉 = 〈y, d2f (x)(x)〉 = 〈y, 0〉 = 0.

This shows that d2f (x)(y) ⊥ x if y ⊥ x. ��
Claim 4 From hBn(x) = ‖x‖, x �= 0 and by a direct calculation, we get

∂2hBn(x) = 1

‖x‖
((

δij − xixj

‖x‖2

))n

i,j=1
.

For x ∈ S
n−1 this yields ∂2hBn(x) = ((δij − xixj ))

n
i,j=1. Now let u ⊥ x, u �= 0.

Then

d2hBn(x)u =
n∑

i=1

⎛

⎝ui − xi

n∑

j=1

xjuj

⎞

⎠ ei =
n∑

i=1

uiei = u.

For r > 0 and x �= 0, we have d2(f + rhBn)(x) = d2f (x) + rd2hBn(x). Since
f is positively homogeneous of degree 1, we get d2f (x)(x) = 0 by Claim 2.
Furthermore, d2f (x) is symmetric, since f is twice continuously differentiable,
and thus the linear map d2f (x)|x⊥ : x⊥ → x⊥ is well defined (Claim 3) and
symmetric. The mapping x �→ d2f (x) is continuous and d2hBn(x)|x⊥ = idx⊥ by
Claim 4. Hence, we can choose r̃ > 0 such that ∂2(f + r̃hBn)(x) is positive semi-
definite for all x ∈ S

n−1. This also holds for all x ∈ R
n \ {0}, since d2(f + r̃hBn) is

positively homogeneous of degree −1 (cf. Claim 1). Exercise 2.2.4 (b) then shows
that f + r̃hBn is convex on every convex subset of Rn \ {0}. Since f + r̃hBn is
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continuous, this function is in fact convex on R
n. Moreover, since f + r̃hBn is

positively homogeneous of degree 1, Corollary 2.2 yields a convex body L ∈ Kn

such that f + r̃hBn = hL, and hence f = hL − hr̃Bn .

Exercise 2.3.5

(a) This is routine, just use the definitions.
(b) Define f̄ : Rn → R by

f̄ (x) := sup{fk(x) : k ∈ N}, x ∈ R
n.

Since (fk(x))k∈N converges, as k → ∞, we have f̄ (x) < ∞ and f̄ is a real-
valued convex function. Hence f̄ is continuous. If K ⊂ R

n is a given compact
set, K := K + Bn ⊂ Bn(0, R), for a suitable R > 0, and K is also compact.
Hence there is some a1 > 0 such that |f̄ (x)| ≤ a1 for all x ∈ Bn(0, R). Since
(fk(0))k∈N converges, as k → ∞, we also have fk(0) ≥ −a2 for all k ∈ N and
some a2 > 0. Let x,−x ∈ Bn(0, R). Then 0 = 1

2 (x + (−x)), and hence

−a2 ≤ fk(0) ≤ 1

2
fk(x) + 1

2
fk(−x) ≤ 1

2
fk(x) + 1

2
f̄ (−x) ≤ 1

2
fk(x) + 1

2
a1,

which shows that a1 ≥ fk(x) ≥ −2(a1 + a2), that is, |fk(x)| ≤ (M/2) :=
2(a1 + a2) for x ∈ Bn(0, R) ⊃ K ⊃ K .

(c) Let K be given. We choose K and R,M as in (b). Then the proof of Theorem 2.5
shows that

|fk(x) − fk(y)| ≤ M‖x − y‖, x, y ∈ K, k ∈ N0,

simply choose � = 1, A = K and C = M/2. Let ε > 0 be given. Then there
is a finite subset Zε ⊂ K such that K ⊂ ⋃

z∈Zε
Bn(z, ε/(3M)). Let m(ε) ∈ N

be such that |fi(z) − fj (z)| ≤ ε/3 for z ∈ Zε and i, j ≥ m(ε). Let x ∈ K be
given. Then there is some z ∈ Zε with ‖x − z‖ ≤ ε/(3M). If i, j ≥ m(ε), we
then get

|fi(x) − fj (x)| ≤ |fi(x) − fi(z)| + |fi(z) − fj (z)| + |fj (z) − fj (x)|
≤ 2M‖x − z‖ + ε/3 ≤ ε.

Hence, for j ≥ m(ε), we obtain from i → ∞ that |f (x) − fj (x)| ≤ ε. Since
m(ε) is independent of x ∈ K , this yields the uniform convergence on compact
sets.
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6.3 Solutions of Exercises for Chap. 3

Exercise 3.1.8

(a) Claim 1 Ki ∩ Mi �= ∅ for almost all i ∈ N.

Proof Suppose that the claim does not hold. Then there is a sequence (ik)k∈N
with Kik ∩ Mik = ∅. Hence there are hyperplanes Hik separating Kik and Mik ,
that is, Hik = H(uik , αik ) for uik ∈ S

n−1 with Kik ⊂ H−(uik , αik ) and Mik ⊂
H+(uik , αik ). Without loss of generality, uik → u ∈ S

n−1 as k → ∞. Since
Ki → K and Mi → M as i → ∞, there is some R > 0 with Ki,Mi ⊂ Bn(0, R)

for all i ∈ N. Thus, the sequence (αik )k∈N is bounded and without loss of generality
αik → α as k → ∞. But then the hyperplane H = H(u, α) separates K and M , a
contradiction. ��
Claim 2 For all x ∈ K ∩ M there exist xi ∈ Ki ∩ Mi with xi → x as i → ∞.

Proof Assume there are x0 ∈ K ∩ M and r > 0 such that Bn(x0, r) ∩ (Ki ∩
Mi) = ∅ for infinitely many i ∈ N. Then there is a sequence (ik)k∈N with (Kik ∩
Bn(x0, r)) ∩ (Mik ∩ Bn(x0, r)) = ∅. Since Ki → K - x0, we can assume without
loss of generality (by Exercise 3.1.5 (a)) that Bn(x0, r) ∩ Kik �= ∅ �= Bn(x0, r) ∩
Mik for all k ∈ N. As in the proof of Claim 1 there are separating hyperplanes
Hik = H(uik , αik ) with Kik ∩ Bn(x0, r) ⊂ H−(uik , αik ) and Mik ∩ Bn(x0, r) ⊂
H+(uik , αik ), as well as uik → u ∈ S

n−1 and αik → α for k → ∞.
For x ∈ K∩int Bn(x0, r) there are (by Exercise 3.1.5 (i)) xik ∈ Kik with xik → x

and without loss of generality xik ∈ Bn(x0, r) (since int Bn(x0, r) is open). Hence,
from xik ∈ Kik ∩ Bn(x0, r) it follows that 〈uik , xik 〉 ≤ αik and thus 〈u, x〉 ≤ α. This
shows that K ∩ int Bn(x0, r) ⊂ H−(u, α).

Similarly, we can show that M ∩ int Bn(x0, r) ⊂ {〈u, ·〉 ≥ α}.
Since x0 ∈ K ∩ M ∩ int Bn(x0, r), we have x0 ∈ H := H(u, α). Furthermore,

for x ∈ K we have [x0, x] ⊂ K and (x0, x] ∩ int Bn(x0, r) �= ∅. Hence (x0, x] ∩
(K ∩int Bn(x0, r)) �= ∅. Since x0 ∈ H , we get (x0, x] ⊂ H−(u, α) and in particular
x ∈ H−(u, α). Thus, K ⊂ H−(u, α). In the same manner M ⊂ H+(u, α) follows.
But then H separates K and M , a contradiction. ��
Claim 3 If xik ∈ Mik ∩ Kik for k ∈ N and xik → x as k → ∞, then x ∈ K ∩ M .

Proof Let xik ∈ Mik ∩ Kik with xik → x. Then xik ∈ Mik and xik ∈ Kik with
xik → x. From Exercise 3.1.5 it now follows that x ∈ M and x ∈ K and thus
x ∈ K ∩ M . ��

The assertion now follows from these three claims and Exercise 3.1.5.

(b) Since Ki → K , we have Ki ⊂ Bn(0, R) for some R > 0. Hence K ⊂ Bn(0, R).
Let M := E ∩ Bn(0, R) ∈ Kn. Then M ∩ int K �= ∅. Let Mi := M for all i ∈ N.
Then by (a) we get

Ki ∩E = Ki ∩Bn(0, R)∩E = Ki ∩Mi → K ∩M = K ∩Bn(0, R)∩E = K ∩E.
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Exercise 3.1.15

We choose a polytope Q with Q ⊂ K ⊂ Q + (ε/2)Bn, and for i ∈ {1, . . . ,m} we
choose a polytope Ri with Ki ⊂ Ki + (ε/2)Bn ⊂ Ri ⊂ Ki + εBn. Then we define
Qi = Q ∩ Ri for i = 1, . . . ,m. We have

Q = Q ∩ K =
m⋃

i=1

(Q ∩ Ki) ⊂
m⋃

i=1

(Q ∩ Ri) =
m⋃

i=1

Qi ⊂ Q,

hence

Q =
m⋃

i=1

Qi.

If x ∈ Ki ⊂ K , then there is some y ∈ Q with ‖x − y‖ ≤ ε/2, hence y ∈
Bn(x, ε/2) ⊂ Ri . This shows y ∈ Qi , and therefore Ki ⊂ Qi + (ε/2)Bn ⊂
Qi + εBn. On the other hand, we have Qi ⊂ Ri ⊂ Ki + εBn.

Next we choose a polytope C with εBn ⊂ C ⊂ 2εBn and define Pi = Qi + C.
Then

Ki ⊂ Qi + εBn ⊂ Qi + C = Pi ⊂ Ki + εBn + 2εBn = Ki + 3εBn.

Moreover, by basic properties of convex sets,

P = P1 ∪· · ·∪Pm = (Q1 +C)∪· · ·∪(Qm +C) = (Q1 ∪· · ·∪Qm)+C = Q+C,

thus P is convex. The assertion now follows after adjusting ε.

Exercise 3.2.4

Let S ⊂ K be a simplex contained in K of maximal volume. Let a1, . . . , an+1
denote the vertices of S. For i = 1, . . . , n + 1 the hyperplane Hi parallel to
{a1, . . . , an+1} \ {ai} through ai is a supporting hyperplane of K . To see this,
denote by H−

i the closed halfspace bounded by Hi which contains K and by
H+

i its closed complement. If Hi is not a supporting hyperplane, then there is a
point a′

i ∈ int(H+
i ) ∩ K and therefore the simplex S′ which is the convex hull of

a1, . . . , ai−1, a
′
i , ai+1, . . . , an+1 is contained in K and has larger volume than S, a

contradiction.
Now we claim that S := ⋂n+1

i=1 H−
i is a simplex with S ⊃ K and S = c−n(S−c)

if c = (a1 +· · ·+an+1)/(n+1) is the centre of S. To show this, we can assume that
c = 0 (after a translation). We define ai := −nai for i = 1, . . . , n+1. Then an+1 =
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(1/n)
∑n

i=1(−nai) and the affine subspace spanned by ai , i = 1, . . . , n, is parallel
to the affine subspace spanned by ai , i = 1, . . . , n. This shows that Hn+1 is the
affine subspace spanned by ai , i = 1, . . . , n, and the corresponding statement holds
for the other indices. This shows that S̃ := conv{a1, . . . , an+1} ⊂ S. Conversely,
let x ∈ S. Since a1, . . . , an+1 are affinely independent, there are λ1, . . . , λn+1 such
that

x =
n+1∑

j=1

λj aj ,

n+1∑

j=1

λj = 1.

Since x ∈ H−
i , it follows that λi ≥ 0. But then x ∈ S̃. Thus we obtain S = S̃ =

−nS.

Exercise 3.3.1

(a) We use that

V (s1 + · · · + sn) = | det(x1, . . . , xn)|,

i.e. the absolute value of the determinant of (x1, . . . , xn) equals the volume of
the parallelepiped spanned by x1, . . . , xn. (This follows from the transformation
formula for integrals.)

Now, using formula (3.6), we obtain

n∑

i1=1

· · ·
n∑

in=1

αi1 · · · αinV (si1, . . . , sin ) = V (α1s1 + · · · + αnsn)

= V ([0, α1x1] + · · · + [0, αnxn])
= | det(α1x1, . . . , αnxn)|
= α1 · · · αn · | det(x1, . . . , xn)|

for all α1, . . . , αn ≥ 0. Comparing the coefficients, we deduce

∑

{i1,...,in}={1,...,n}
︸ ︷︷ ︸

n! possibilities

V (si1, . . . , sin ) = | det(x1, . . . , xn)|.

Since the mixed volume is symmetric, this yields the assertion. An alternative
argument can be given by using the inversion formula.
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(b) “⇐”: Let si = [0, xi] + yi ⊂ Ki, i = 1, . . . , n, with linearly independent
x1, . . . , xn ∈ R

n. From the monotonicity and the translation invariance of the
mixed volume, we obtain by (a)

V (K1, . . . ,Kn) ≥ V (s1, . . . , sn) = V ([0, x1], . . . , [0, xn])

= 1

n! | det(x1, . . . , xn)| > 0,

since x1, . . . , xn are linearly independent.
“⇒”: It is sufficient to prove the assertion for polytopes. In fact, there are
sequences of polytopes (P

(j)
i ) with P

(j)
i ⊂ Ki and limj→∞ P

(j)
i = Ki ,

i = 1, . . . , n. Since the mixed volume is continuous, we have

lim
j→∞ V (P

(j)

1 , . . . , P
(j)
n ) = V (K1, . . . ,Kn) > 0,

hence there exists some j0 ∈ N with

V (P
(j0)
1 , . . . , P

(j0)
n ) > 0.

If the polytopes P
(j)
1 , . . . , P

(j)
n contain linearly independent segments, then the

convex bodies K1, . . . ,Kn also contain linearly independent segments.
Thus it is sufficient to prove the assertion for polytopes. We are going to

show this by induction on n. For n = 1 the assertion holds.
Let P1, . . . , Pn be polytopes with V (P1, . . . , Pn) > 0 and without loss of

generality 0 ∈ Pn.
By the definition of the mixed volume, we have

0 < V (P1, . . . , Pn) = 1

n

∑

u∈Sn−1

hPn(u)V (n−1)(P1(u)|u⊥, . . . , Pn−1(u)|u⊥).

At least one of the summands has to be positive. Thus there is some u0 with

0 < hPn(u0)V
(n−1)(P1(u0)|u⊥

0 , . . . , Pn−1(u0)|u⊥
0 ).

On the one hand, this implies that 0 < hPn(u0), and thus there is some xn ∈ Pn

such that 0 < 〈u0, xn〉. This shows that sn := [0, xn] ⊂ Pn and xn �∈ u⊥
0 , since

0 ∈ Pn. On the other hand, we have

0 < V (n−1)(P1(u0)|u⊥
0 , . . . , Pn−1(u0)|u⊥

0 )

and hence, by the induction hypothesis (applied in u⊥
0 ), there are segments s̃i ⊂

Pi(u0)|u⊥
0 with linearly independent directions. This proves the existence of
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segments si ⊂ Pi(u0) ⊂ Pi with s̃i = si |u⊥
0 and the directions of si and s̃i are

the same.
Since s1, . . . , sn−1 have linearly independent directions, which all lie in u⊥

0 ,
but sn = [0, xn] has a direction, which does not lie in u⊥

0 , the directions of
s1, . . . , sn are linearly independent, which proves the assertion.

Exercise 3.3.9

(a) If x ∈ int P , then N(P, x) = {0} is a convex cone and {y − x : y ∈
R

n, p(P, y) = x} = {x − x} = {0} = N(P, x), since p(P, y) = x ⇐⇒
y = x.

If x ∈ bd P , then we have 〈x, u〉 ≥ 〈y, u〉 and 〈x, v〉 ≥ 〈y, v〉 for u, v ∈
N(P, x) and y ∈ P . Thus 〈x, u + v〉 ≥ 〈y, u + v〉 for all y ∈ P with equality
if y = x. From 〈x, u + v〉 = hP (u + v) it follows that u + v ∈ N(P, x).
Furthermore, N(P, x) is homogeneous of degree 1. Hence N(P, x) is a convex
cone.

We have

0 �= u ∈ N(P, x)

⇐⇒ 〈x, u〉 = hP (u)

⇐⇒ 〈z − x, u〉 ≤ 0 for all z ∈ P

⇐⇒ ‖z − (x + u)‖2 ≥ ‖u‖2 = ‖(x + u) − x‖2 for all z ∈ P

⇐⇒ p(P, x + u) = x

⇐⇒ u ∈ {y − x : y ∈ R
n, p(P, y) = x}.

(b) Let F ∈ Fk(P ), x, y ∈ relint F and u ∈ N(P, x). There is some λ > 1 such
that y + λ(x − y) ∈ F , since x, y ∈ relint F . Since u ∈ N(P, x), i.e. 〈x, u〉 =
hP (u), we have 0 ≥ 〈y + λ(x − y) − x, u〉 = (1 − λ)〈y − x, u〉. This implies
that 〈y − x, u〉 = 0, from which it in turn follows that 〈y, u〉 = 〈x, u〉 = hP (u).
Hence u ∈ N(P, y) and thus N(P, x) = N(P, y). Furthermore, 〈y −x, u〉 = 0
implies that aff(N(P, F )) ⊂ F⊥ and thence N(P,F ) ⊂ F⊥.

(c) This follows from Exercises 1.5.3 and 1.5.5. In particular, for all x ∈ P there is
exactly one F ∈ Fk(P ) such that x ∈ relint F .

(d) We have

P + Bn(ε) = int(P ) ∪ [(P + Bn(ε))\ int(P )]
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and by (c), (a) and (b)

(P + Bn(ε))\ int(P ) =
n−1⋃

k=0

⋃

F∈Fk(P )

(p(P, ·)−1(relint F)) ∩ (P + Bn(ε))

=
n−1⋃

k=0

⋃

F∈Fk(P )

(relint F + (N(P, F ) ∩ Bn(ε))).

Since N(P, z) = {0} for z ∈ int P , we conclude

P + Bn(ε) =
n⋃

k=0

⋃

F∈Fk(P )

(relint F + (N(P, F ) ∩ B(ε))).

By (c) this partitioning is disjoint.
(e) Let F ∈ Fk(P ), k ∈ {0, . . . , n}. Then, using Fubini’s theorem, we obtain

V (relint F + (N(P, F ) ∩ Bn(ε))) = λF (F ) λF⊥(N(P, F ) ∩ Bn(ε))

= λF (F ) εn−k λF⊥(N(P, F ) ∩ Bn),

since N(P,F ) ∩ Bn(ε) ⊂ F⊥. This yields

V (P + Bn(ε)) = V (P) +
n−1∑

k=0

εn−k
∑

F∈Fk(P )

λF (F ) λF⊥(N(P, F ) ∩ Bn)

= V (P) +
n−1∑

k=0

εn−kκn−k

∑

F∈Fk(P )

γ (P, F ) λF (F ).

Comparing the coefficients of this polynomial with the ones in the Steiner
Formula, we get

Vk(P ) =
∑

F∈Fk(P )

γ (P, F ) λF (F ) for k = 0, . . . , n − 1.

Exercise 3.4.2

The function f (t) := V (K + tL)
1
n is concave on [0, 1] by the Brunn–Minkowski

inequality. Since

h(t) := V (K + tL) =
n∑

i=0

(
n

i

)

t i V (K, . . . ,K
︸ ︷︷ ︸

n−i

, L, . . . , L
︸ ︷︷ ︸

i

)
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is of class C2 on [0, 1], f is of class C2 as well. Hence, f ′′ ≤ 0 on [0, 1]. Since

f (t) = h(t)
1
n , we get that

f ′(t) = 1

n
h(t)

1
n
−1h′(t)

and

f ′′(t) = 1

n
h(t)

1
n −2

[
1 − n

n
h′(t)2 + h(t)h′′(t)

]

.

Hence f ′′(0) ≤ 0 yields h(0)h′′(0) ≤ n−1
n

h′(0)2. Furthermore,

h′(t) =
n∑

i=1

(
n

i

)

it i−1V (K, . . . ,K
︸ ︷︷ ︸

n−i

, L, . . . , L
︸ ︷︷ ︸

i

)

and

h′′(t) =
n∑

i=2

(
n

i

)

i(i − 1)ti−2V (K, . . . ,K
︸ ︷︷ ︸

n−i

, L, . . . , L
︸ ︷︷ ︸

i

).

Thus, from h(0) = V (K), h′(0) = nV (K, . . . ,K,L), and from the second
derivative h′′(0) = n(n− 1)V (K, . . . ,K,L,L), together with the above inequality,
it follows that

V (K)n(n − 1)V (K, . . . ,K,L,L) ≤ n − 1

n
n2V (K, . . . ,K,L)2

and hence

V (K)V (K, . . . ,K,L,L) ≤ V (K, . . . ,K,L)2.

Exercise 3.4.11

(a) After a rotation and translations of A and B, we can assume that

A = [0, a1] × · · · × [0, an], B = [0, b1] × · · · × [0, bn],

where ai, bj > 0. Hence

A + B = [0, a1 + b1] × · · · × [0, an + bn].
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Then the inequality of arithmetic mean and geometric mean shows that

(
n∏

i=1

ai

ai + bi

) 1
n

+
(

n∏

i=1

bi

ai + bi

) 1
n

≤1

n

n∑

i=1

ai

ai + bi

+ 1

n

n∑

i=1

bi

ai + bi

= 1.

Rearranging terms yields V (A + B)1/n ≥ V (A)1/n + V (B)1/n. From this, the
version for convex combinations of A and B follows easily.

(b) For the induction step, we provide a lemma on ‘corresponding dissections’ of
A and B.

Definition Let Cn denote the system of nonempty compact subset ofRn. For X,Y ∈
Cn, the (Brunn–Minkowski) deficit is defined by

D(X, Y ) = V (X + Y ) −
(
V (X)

1
n + V (Y )

1
n

)n

.

The deficit D(·, ·) is symmetric and translation invariant (independently in both
arguments). The following lemma describes parallel dissection by preserving
volume ratios.

Lemma 6.1 Let X,Y ∈ Cn, V (X), V (Y ) > 0, e ∈ S
n−1, and α, β ∈ R. Define

X± := X ∩ H±(e, α), Y± := Y ∩ H±(e, β). Suppose that V (X+)/V (X) =
V (Y+)/V (Y ). Then

D(X, Y ) ≥ D(X−, Y−) + D(X+, Y+).

Proof We have the relations

V (X) = V (X+) + V (X−), V (Y ) = V (Y+) + V (Y−), (6.1)

(X+ + Y+) ∪ (X− + Y−) ⊂ X + Y, (6.2)

(X+ + Y+) ∩ (X− + Y−) ⊂ H(e, α + β). (6.3)

From (6.2) and (6.3) we deduce that

V (X + Y ) ≥ V (X− + Y−) + V (X+ + Y+).

We distinguish three cases.

(i) V (X+)/V (X) ∈ (0, 1). From (6.1) we get

V (X)/V (Y ) = V (X+)/V (Y+) = V (X−)/V (Y−). (6.4)
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Hence,

D(X, Y ) = V (X + Y ) −
(
V (X)

1
n + V (Y )

1
n

)n

≥ V (X− + Y−) + V (X+ + Y+) − V (Y )

((
V (X)

V (Y )

) 1
n + 1

)n

= V (X− + Y−) − V (Y−)

⎛

⎝
(

V (X−)

V (Y−)

) 1
n

+ 1

⎞

⎠

n

+ V (X+ + Y+) − V (Y+)

⎛

⎝
(

V (X+)

V (Y+)

) 1
n

+ 1

⎞

⎠

n

= D(X−, Y−) + D(X+, Y+).

(ii) V (X+)/V (X) = 0. Then we have V (X+) = V (Y+) = 0 and V (X) =
V (X−), V (Y ) = V (Y−). Hence,

D(X, Y ) = V (X + Y ) −
(
V (X)

1
n + V (Y )

1
n

)n

≥ V (X+ + Y+) + V (X− + Y−) −
(
V (X−)

1
n + V (Y−)

1
n

)n

−
(
V (X+)

1
n + V (Y+)

1
n

)n

= D(X+, Y+) + D(X−, Y−).

(iii) V (X+)/V (X) = 1. Then V (X+) = V (X) and V (Y+) = V (Y ) as well as
V (X−) = V (Y−) = 0. Now we proceed as in case (b). ��

(b) Suppose that X,Y are finite unions of boxes with axes parallel to the coordinate
axes (say) and mutually disjoint interiors (for X and for Y , respectively). Let F ,
G be such families of boxes and

X =
⋃

P∈F

P, Y =
⋃

Q∈G

Q.

By (a) the asserted inequality holds for �F = �G = 1. We prove (b) by
induction on p = �F +�G. Suppose the inequality is true for at most p−1 ≥ 2
such boxes. We may assume that �F > 1. Choose e ∈ S

n−1 as one of the unit
vectors of the coordinate directions and α ∈ R such that H(e, α) separates two
of the boxes of F , i.e., X+ and X− each contain at least one element of F ,
where X± := X ∩ H±(e, α). Further, choose β ∈ R such that

V (X)+)/V (X) = V (Y+)/V (Y ).
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Finally, we put

F± := {P ∩ X± : P ∈ F, int P ∩ H±(e, α) �= ∅},
G± := {Q ∩ Y± : Q ∈ G, int Q ∩ H±(e, β) �= ∅}.

Thus we get

�F± < �F, �G± ≤ �G, �F± + �G± < p.

Defining

X̃± :=
⋃

P̃∈F±
P̃ , Ỹ± :=

⋃

Q̃∈G±
Q̃

we obtain from Lemma 6.1 and by the induction hypothesis that

D(X, Y ) ≥ D(X+, Y+) + D(X−, Y−)

≥ D(X̃+, Ỹ+) + D(X̃−, Ỹ−)

≥ 0 + 0 = 0.

(c) Let X,Y ∈ Cn, m ∈ N, be arbitrary. Define

Wm := {[0, 2−m]n + 2−mz : z ∈ Z
n
}
.

With

Xm :=
⋃

{W ∈ Wm : W ∩ X �= ∅}, Ym :=
⋃

{W ∈ Wm : W ∩ Y �= ∅},

we get for m → ∞ that

Xm ↓ X, Ym ↓ Y, Xm + Ym ↓ X + Y,

and hence

V (X + Y )
1
n = lim

m→∞ V (Xm + Ym)
1
n ≥ lim

m→∞
{
V (Xm)

1
n + V (Ym)

1
n

}

= V (X)
1
n + V (Y )

1
n .
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Exercise 3.4.13

The assertion is proved by induction over n ∈ N. We start with n = 1.
We can assume that f �≡ 0 and g �≡ 0 are bounded. Otherwise, we first consider

min{f,m} instead of f and min{g,m} instead of g for m ∈ N. The general case the
follows by means of the increasing convergence theorem. By homogeneity, we can
then assume that sup f = sup g = 1.

In the following, for a measurable function γ : R → [0,∞) and t ∈ R we briefly
write

[γ ≥ t] := {x ∈ R : γ (x) ≥ t}.

Fubini’s theorem shows that
∫

R

γ (x) dx =
∫ ∞

0
λ1([γ ≥ t]) dt.

From f (x) ≥ t , g(y) ≥ t it follows that h((1 − λ)x + λy) ≥ t , hence

[h ≥ t] ⊃ (1 − λ)[f ≥ t] + λ[g ≥ t].

For t ∈ (0, 1), the sets on the right-hand side are nonempty, hence by the trivial one-
dimensional special case of the Brunn–Minkowski inequality, we have (approximate
the sets [f ≥ t] and [g ≥ t] from inside by compact sets)

λ1([h ≥ t]) ≥ (1 − λ) · λ1([f ≥ t]) + λ · λ1([g ≥ t]).

Integration with respect to t over [0, 1) yields

∫

R

h(x) dx =
∫ ∞

0
λ1([h ≥ t]) dt

≥
∫ 1

0
λ1([h ≥ t]) dt

≥ (1 − λ)

∫ 1

0
λ1([f ≥ t]) dt + λ

∫ 1

0
λ1([g ≥ t]) dt

= (1 − λ)

∫

R

f (x) dx + λ

∫

R

g(x) dx

≥
(∫

R

f (x) dx

)1−λ (∫

R

g(x) dx

)λ

,

where we used the arithmetic-geometric-mean inequality in the last step.
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We continue the induction argument. Let n > 1 and suppose that the assertion has
already been proved in lower dimensions. We use the identification R

n = R
n−1 ×R

and define, for s ∈ R and z ∈ R
n−1,

hs(z) := h(z, s), fs(z) := f (z, s), gs(z) := g(z, s).

Let z1, z2 ∈ R
n−1, a, b ∈ R and c := (1 − λ)a + λb. By assumption, we have

hc((1 − λ)z1 + λz2) = h((1 − λ)z1 + λz2, (1 − λ)a + λb)

= h((1 − λ)(z1, a) + λ(z2, b))

≥ f (z1, a)1−λg(z2, b)λ

= fa(z1)
1−λgb(z2)

λ.

The induction hypothesis yields

∫

Rn−1
hc(z) dz

︸ ︷︷ ︸
=:H(c)

≥
(∫

Rn−1
fa(z) dz

︸ ︷︷ ︸
=:F(a)

)1−λ(∫

Rn−1
gb(z) dz

︸ ︷︷ ︸
=:G(b)

)λ

,

that is,

H((1 − λ)a + λb) ≥ F(a)1−λG(b)λ

for a, b ∈ R. The case n = 1 has already been proved, so that we obtain by Fubini’s
theorem that

∫

Rn

h(x) dx =
∫

R

∫

Rn−1
hs(z) dz ds =

∫

R

H(s) ds

≥
(∫

R

F(a) da

)1−λ (∫

R

G(b) db

)λ

=
(∫

Rn

f (x) dx

)1−λ (∫

Rn

g(x) dx

)λ

.

This completes the induction argument and thus the proof of the asserted inequality.
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6.4 Solutions of Exercises for Chap. 4

Exercise 4.2.3

(a) This has been shown in the solution of Exercise 1.1.13.
(b) Let Rk+ denote the set of all vectors y = (y(1), . . . , y(k)) with y(i) ≥ 0, i =

1, . . . , k. For y ∈ R
k+ and u1, . . . , uk ∈ S

n−1, let P[y] = ⋂k
i=1 H−(ui , y

(i)).
Let y ∈ R

k+ and (yj )j∈N ⊂ R
k+ be such that yj → y for j → ∞. We show that

P[yj ] → P[y] by means of Exercise 3.1.5. Hence, we have to show that

(i) each x ∈ P[y] is the limit of a sequence of points (xj )j∈N with xj ∈ P[yj ]
for all j ∈ N;

(ii) every accumulation point of a sequence (xj )j∈N with xj ∈ P[yj ], for j ∈ N,
lies in P[y].

(i) Let x ∈ P[y]. If x = 0, then x ∈ P[yj ] for all j ∈ N and we put xj := x.
Now let x �= 0. Since u1, . . . , uk span R

n and are centred, there is some
i ∈ {1, . . . , k} such 〈x, ui〉 > 0, hence

I (x) := {i ∈ {1, . . . , k} : 〈x, ui〉 > 0} �= ∅.

Then we put

λj := 1 ∧ min{〈x, ui〉−1y
(i)
j : i ∈ I (x)},

where r ∧ s := min{r, s} for r, s ∈ R. Then we have

〈λj x, ui〉 = λj 〈x, ui〉 ≤ y
(i)
j for i = 1, . . . , k,

so that λjx ∈ P[yj ]. We have λj ≤ 1 and, for i ∈ I (x),

〈x, ui〉−1y
(i)
j → 〈x, ui〉−1y(i) ≥ 1.

This shows that λj → 1 for j → ∞, hence λj x → x for j → ∞.

(ii) Let x ∈ R
n and xj ∈ P[yj ] with xj → x for j → ∞. Then 〈xj , ui〉 ≤ y

(i)
j

for all j ∈ N and i ∈ {1, . . . , k}. This implies that 〈x, ui〉 ≤ y(i) for
i ∈ {1, . . . , k}, and therefore x ∈ P[y].

Exercise 4.4.3

The assertion is proved in [81, Theorem 3.5.2], where the argument is based on [81,
Theorem 3.2.11] and this in turn uses [81, Lemma 3.2.9].
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Here we provide an alternative approach.

Lemma 6.2 Let P ∈ Pn be an n-dimensional polytope, let P1, . . . , Pm ∈ Pn be n-
dimensional, centrally symmetric polytopes such that P = P1 ∪ . . .∪Pm, Pi ∩Pj is
the empty set or a face of both, Pi and Pj , for i, j = 1, . . . ,m. Further, we assume
that each facet of P is a facet of precisely one of the polytopes P1, . . . , Pm. Then P

is centrally symmetric.

Proof Let F be a facet of P with exterior unit normal u. Then there is a polytope,
say P1, which has F as a facet. By symmetry of P1, −F is also a translate of a facet
of P1 with exterior unit normal −u. If this is not already a facet of P , there is a
polytope P2 �= P1 (say), which has −F as a facet with exterior unit normal u. We
continue this reasoning. After finitely many steps, we obtain a translate of F or of
−F , which is a facet of Pk with exterior unit normal vector −u, for which there is
no polytope Pj having this translate as a facet with exterior unit normal u. Hence, it
must be a facet of P .

This shows that for each facet of P with exterior unit normal u, there is a facet of
P with exterior unit normal −u which is a translate of F or of −F . But then −P has
the same facet normals with the same facet volumes as P . Therefore Sn−1(P, ·) =
Sn−1(−P, ·), which proves the assertion. ��
Lemma 6.3 If P ∈ Pn is an n-polytope, n ≥ 3, with centrally symmetric facets.
Then P is centrally symmetric.

Proof Let S0 = {u1, . . . , um} be the finite set of exterior unit facet normals of P

with corresponding facets F1, . . . , Fm. We can assume that 〈ui, u〉 < 0 exactly for
i = 1, . . . , k. Let u ∈ S

n−1 be fixed. Then the centrally symmetric (n−1)-polytopes
F1|u⊥, . . . , Fk |u⊥ provide a decomposition of P |u⊥ as assumed in Lemma 6.2. But
then it follows that P |u⊥ is centrally symmetric, for all u ∈ S

n−1. Hence, there is a
vector xu ∈ u⊥ such that h(P, v) = h(P,−v) + 〈xu, v〉 for v ∈ u⊥.

For v ∈ R
n we choose u ∈ S

n−1 ∩ v⊥ and define f (v) := 〈xu, v〉. Since f (v) =
h(P, v) − h(P,−v), this is independent of the choice of u (note that f (0) = 0).
For v1, v2 ∈ R

n, there is some u ∈ S
n−1 ∩ v⊥

1 ∩ v⊥
2 . Hence f (vi) = 〈xu, vi〉 and

f (v1 + v2) = 〈xu, v1 + v2〉, from which the additivity of f follows. Since f is
also homogeneous, f is a linear functional. But then there is some x0 ∈ R

n such
that f (v) = 〈x0, v〉 for v ∈ R

n. Therefore, we conclude that h(P, v) = h(P,−v)+
〈x0, v〉 for v ∈ R

n, that is, P = −P+x0, which shows that P is centrally symmetric.
��

By the argument in the proof of Lemma 6.3 it also follows that if K,L ∈ Kn, n ≥ 3,
are such that for all linear subspaces H of codimension 1 the projections K|H and
L|H are translates of each other, the K and L are translates of each other.

Corollary 6.1 Let P ∈ Pn be a polytope, n ≥ 3, with dim P ≥ k for some k ≥ 2.
If all k-faces of P are centrally symmetric, then also all l-faces of P are centrally
symmetric, for l ≥ k. In particular, P is centrally symmetric.
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Proof Let Q be a (k+1)-face of P . All facets of Q are k-faces of P , hence centrally
symmetric. By Lemma 6.3, we see that Q is centrally symmetric. Now we can iterate
this argument. ��

Exercise 4.4.6

(a) Let a, b, c ∈ R. If a = b = c = 0, then Hlawka’s inequality holds. Now
suppose that a �= 0, b �= 0 or c �= 0, and hence |a|+ |b|+ |c|+ |a+ b + c| > 0.

Expanding and summarizing again, one can confirm that

(|a| + |b| + |c| − |a + b| − |a + c| − |b + c| + |a + b + c|)
× (|a| + |b| + |c| + |a + b + c|)

= (|a| + |b| − |a + b|)
︸ ︷︷ ︸

≥0

· (|c| − |a + b| + |a + b + c|)
︸ ︷︷ ︸

≥0

(6.5)

+ (|a| + |c| − |a + c|)
︸ ︷︷ ︸

≥0

· (|b| − |a + c| + |a + b + c|)
︸ ︷︷ ︸

≥0

+ (|b| + |c| − |b + c|)
︸ ︷︷ ︸

≥0

· (|a| − |b + c| + |a + b + c|)
︸ ︷︷ ︸

≥0

≥ 0.

This proves the assertion.
The crucial point of the preceding derivation, which is sometimes called

Hlawka’s identity (6.5), is not so obvious. Therefore we provide another
argument, which is perhaps more straightforward. The asserted inequality is
equivalent to the following inequality obtained by squaring both sides. Hence,
we have to show that

(a + b)2 + (a + c)2 + (b + c)2

+ 2|a + b| |a + c| + 2|a + b| |b + c| + 2|a + c| |b + c|
≤ a2 + b2 + c2 + (a + b + c)2 + 2|a| |b| + 2|a| |c| + 2|b| |c|

+ 2|a| |a + b + c| + 2|b| |a + b + c| + 2|c| |a + b + c|.

Note that

(a + b)2 + (a + c)2 + (b + c)2 = a2 + b2 + c2 + (a + b + c)2,
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and

|b| |c|+|a| |a+b+c| ≥ |bc+a(a+b+c)| = |(a+b)(a+c)| = |a+b| |a+c|.

By cyclic permutation, we also have

|a| |b| + |c| |a + b + c| ≥ |a + c| |b + c|,

|a| |c| + |b| |a + b + c| ≥ |a + b| |b + c|.

Addition of these three inequalities and the equation yields the assertion.
(b) Let x, y, z ∈ R

n. Since f : R → [0,∞), x �→ |x|, satisfies Hlawka’s
inequality, we get

h(x + y) + h(x + z) + h(y + z)

=
k∑

i=1

αi |〈x + y, xi〉| +
k∑

i=1

αi |〈x + z, xi〉| +
k∑

i=1

αi |〈y + z, xi〉|

=
k∑

i=1

αi(|〈x + y, xi〉| + |〈x + z, xi〉| + |〈y + z, xi〉|)

=
k∑

i=1

αi(|〈x, xi〉 + 〈y, xi〉| + |〈x, xi〉 + 〈z, xi〉| + |〈y, xi〉 + 〈z, xi〉|)

=
k∑

i=1

αi(f (〈x, xi〉 + 〈y, xi〉) + f (〈x, xi〉 + 〈z, xi〉) + f (〈y, xi〉 + 〈z, xi〉))

≤
k∑

i=1

αi(|〈x, xi〉| + |〈y, xi〉| + |〈z, xi〉| + |〈x + y + z, xi〉|)

= h(x) + h(y) + h(z) + h(x + y + z).

(c) Let P ⊂ R
n be a zonotope, hence P = ∑k

i=1 si with k ∈ N and segments
si = [−αixi, αixi] for xi ∈ R

n and αi ≥ 0 (i = 1, . . . , k). Then the support
function hP of P satisfies

hP = h

(
k∑

i=1

si , ·
)

=
k∑

i=1

hsi =
k∑

i=1

αih[−xi ,xi ] =
k∑

i=1

αi |〈·, xi〉|.

Now it follows from (b) that hP satisfies Hlawka’s inequality. The same
argument works if P is a zonoid (simply replace summation by integration).
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(d) Let P ⊂ R
n be a polytope such that hP satisfies Hlawka’s inequality. Choosing

x, y ∈ R
n and z := −(x + y), we obtain

hP (x + y) + hP (−y) + hP (−x) ≤ hP (x) + hP (y) + hP (−(x + y)) + hP (0)

which holds if and only if

hP (x + y) − hP (−(x + y))

≤ hP (x) + hP (y) − (hP (−y) + hP (−x)). (6.6)

Replacing x, y ∈ R
n by −x and −y, we get

hP (−(x + y)) − hP (x + y) ≤ hP (−x) + hP (−y) − (hP (y) + hP (x))

which holds if and only if

hP (x + y) − hP (−(x + y))

≥ hP (x) + hP (y) − (hP (−y) + hP (−x)). (6.7)

From (6.6) and (6.7) we obtain the identity

hP (x + y) − hP (−(x + y)) = (hP (x) − hP (−x)) + (hP (y) − hP (−y)).

This shows that the function

H : Rn → R, x �→ hP (x) − hP (−x)

is additive, that is, H(x + y) = H(x) + H(y) for x, y ∈ R
n.

Since support functions are positively homogeneous, it follows that H is
positively homogeneous, since for x ∈ R

n and λ > 0 we have

H(λx) = hP (λx) − hP (−λx) = λhP (x) − λhP (−x) = λH(x)

and

H(0) = hP (0) − hP (0) = 0.

Furthermore, H is homogeneous, since for x ∈ R
n and λ < 0 we also have by the

positive homogeneity of support functions that

H(λx) = hP (λx) − hP (−λx) = −λhP (−x) − (−λ)hP (x) = λH(x).
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But then H is linear, hence there is some c ∈ R
n such that H = 〈c, ·〉. This yields

hP (x) − hP (−x) = 〈c, x〉

for x ∈ R
n. It follows that P − c

2 = −(P − c
2 ), hence P is centrally symmetric.

Now we show that the support function of an arbitrary face of P also satisfies
Hlawka’s inequality, and hence is centrally symmetric. For this, let x, y, z ∈ R

n,
u ∈ S

n−1 and α > 0. We plug u + αx, u + αy, u + αz into Hlawka’s inequality.
This yields

0 ≤ hP (u + αx) + hP (u + αy) + hP (u + αz) + hP (3u + α(x + y + z))

− hP (2u + α(x + y)) − hP (2u + α(y + z)) − hP (2u + α(x + z))

= (hP (u + αx) − hP (u)) + (hP (u + αy) − hP (u)) + (hP (u + αz) − hP (u))

+ 3(hP (u + α

3
(x + y + z)) − hP (u)) − 2(hP (u + α

2
(x + y)) − hP (u))

− 2(hP (u + α

2
(y + z)) − hP (u)) − 2(hP (u + α

2
(x + z)) − hP (u)).

Dividing by α and passing to the limit α ↓ 0, we obtain for the directional derivative

h′
P (u; v) = lim

α↓0

1
α
(hP (u + αv) − hP (u))

of hP at u in direction v the inequality

0 ≤ h′
P (u; x) + h′

P (u; y) + h′
P (u; z) + h′

P (u; x + y + z)

− h′
P (u; x + y) − h′

P (u; y + z) − h′
P (u; x + z).

Since

hP(w)(v) = h′
P (w; v)

for w ∈ S
n−1 and v ∈ R

n, we deduce that

hP(u)(x + y) + hP(u)(y + z) + hP(u)(x + z)

≤ hP(u)(x) + hP(u)(y) + hP(u)(z) + hP(u)(x + y + z).

This shows that hP(u) satisfies Hlawka’s inequality, where u ∈ S
n−1 was arbitrary.

This argument shows that each face of P is centrally symmetric, and hence P is
a zonotope by Exercise 4.4.3.
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Exercise 4.4.8

(a) This is a special case of Exercise 4.4.7 (a), since the argument works for any
function of the form

h(x) =
∫

Sn−1
|〈x, u〉| μ(du), x ∈ R

n,

where μ is a finite signed measure on S
n−1. If μ has an L1-density f with

respect to σ , then

h′(e; x) = 2
∫

Ωn−1
e

〈u, x〉f (u)Hn−1(du)

=
∫

Sn−1
sgn(〈e, u〉)〈u, x〉f (u)Hn−1(du),

by the symmetry of f and the reflection invariance of Hn−1. This proves the
differentiability of h and the form of its differential. The continuity assertion
follows from the dominated convergence theorem.

(b) By the homogeneity properties of support functions, it is essentially sufficient
to show the following. Let e = e1, e2, . . . , en be an orthonormal basis of Rn.
Let x = ei , y = ej for i, j ∈ {1, . . . , n}. Then we have to prove that

h′′(e; ei, ej ) = 2
∫

S
n−1
e

〈u, ei〉〈u, ej 〉f (u)Hn−2(du).

Starting with the formula stated in (a), we obtain

h′′(e; ei, ej )

= lim
t↓0

1

t

∫

Sn−1
[sgn(〈u, e + tei〉) − sgn(〈u, e〉)]〈u, ej 〉f (u)Hn−1(du).

Put Sn−1(t) := {u ∈ S
n−1 : 〈u, e〉〈u, e + tei〉 < 0} for t > 0. For u ∈ S

n−1(t),
the expression in brackets in the preceding integral equals [·] = 2 sgn(〈u, ei〉),
and [·] = 0 if u �∈ S

n−1(t). Hence

h′′(e; ei, ej ) = 2 lim
t↓0

1

t

∫

Sn−1(t)

sgn(〈u, ei〉)〈u, ej 〉f (u)Hn−1(du).

We define Sn−1
e,ei

:= S
n−1 ∩ e⊥ ∩ e⊥

i , and then we consider the transformation

T : Sn−1
e,ei

× (0, π) × [0, arctan t] → S
n−1(t),

(v, α, β) �→ sin(α)v + cos(α) · [cos(β)ei − sin(β)e],
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which yields an injective parametrization of S
n−1(t) (up to a set of measure

zero) and has the Jacobian JT (v, α, β) = (sin(α))n−3| cos(α)|.
We use the short notation F(u) = sgn(〈u, ei〉)〈u, ej 〉f (u) and then obtain

1

t

∫

Sn−1(t)

F (u)Hn−1(du)

= 1

t

∫

S
n−1
e,ei

∫ π

0

∫ arctan(t)

0
F(T (v, α, β))(sin(α))n−3| cos(α)| dβ dαHn−3(dv).

Since sgn(〈ei , T (v, α, β)〉) = sgn(cos(α)) if β ∈ (0, π/2), we have

|F(T (v, α, β)) − F(T (v, α, 0))|
≤ |〈ej , T (v, α, β)〉f (T (v, α, β)) − 〈ej , T (v, α, 0)〉f (T (v, α, 0))|,

which is as small as we wish if t > 0 is small enough. Hence, as t ↓ 0 we obtain

1

t

∫

Sn−1(t)

F (u)Hn−1(du)

= o(1) + 1

t

∫

S
n−1
e,ei

∫ π

0

∫ arctan(t)

0
F(T (v, α, 0))

× (sin(α))n−3| cos(α)| dβ dαHn−3(dv)

→
∫

S
n−1
e,ei

∫ π

0
F(T (v, α, 0))(sin(α))n−3| cos(α)| dβ dαHn−3(dv)

=
∫

S
n−1
e,ei

∫ π

0
sgn(cos(α))〈ej , T (v, α, 0)〉f (T (v, α, 0))

× (sin(α))n−3| cos(α)| dβ dαHn−3(dv)

=
∫

S
n−1
e

〈ei , u〉〈ej , u〉f (u) dβ dαHn−3(dv),

where we used that sgn(cos(α))| cos(α)| = cos(α) = 〈ei, T (v, α, 0)〉 (and a
decomposition of spherical Lebesgue measure for Sn−1

e ).

Exercise 4.5.4

In the proof, we only need that f is weakly additive. Parts (a)–(c) of the argument
can be skipped if Corollary 4.5 is used.
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We say that n-polytopes P1, . . . , Pk ∈ Pn are almost disjoint if int(Pi) ∩
int(Pj ) = ∅ for i �= j .

(a) Let P1, . . . , Pk, P ∈ Pn be n-polytopes such that P = P1 ∪ · · · ∪ Pk . Suppose
that P1, . . . , Pk are almost disjoint. Then f (P ) = f (P1) + · · · + f (Pk).

Proof This is shown by induction over k. For k = 1 there is nothing to show. Let
k = 2. Assume that P1, P2, P satisfy the assumptions. Since P1, P2 have disjoint
interiors, they can be separated by a hyperplane H , hence P1 ⊂ H−, P2 ⊂ H+, and
P1 ∩ P2 ⊂ H . Since f is simple, we get f (P1 ∩ P2) = 0, and since f is additive,
we conclude that f (P ) = f (P1) + f (P2).

For the induction step we assume that the assertion has been proved for unions
of less than k full-dimensional polytopes. Let P1, . . . , Pk, P ∈ Pn be n-polytopes
such that P = P1 ∪ · · · ∪ Pk . Suppose that P1, . . . , Pk are almost disjoint. Again
there is a hyperplane H such that P1 ⊂ H−, P2 ⊂ H+, and P1 ∩ P2 ⊂ H . Then

P ∩ H+ =
k⋃

i=2

(Pi ∩ H+),

since each point of P1 ∩H is also contained in some Pi with i ≥ 2 (as P is convex).
By induction hypothesis, we deduce that

f (P ∩ H+) =
k∑

i=2

f (Pi ∩ H+) =
k∑

i=1

f (Pi ∩ H+).

In the same way, we obtain

f (P ∩ H−) =
k∑

i=1,i �=2

f (Pi ∩ H−) =
k∑

i=1

f (Pi ∩ H−).

Adding these relations, we arrive at

f (P ) = f ((P ∩ H+) ∪ (P ∩ H−)) = f (P ∩ H+) + f (P ∩ H−)

=
k∑

i=1

[
f (Pi ∩ H+) + f (Pi ∩ H−)

]

=
k∑

i=1

f (Pi).

This completes the induction argument. ��



6.4 Solutions of Exercises for Chap. 4 277

(b) Let Q1, . . . ,Qr ⊂ be finite unions of n-polytopes. Then there are almost
disjoint n-polytopes P1, . . . , Pm such that Qi = ⋃

Pj ⊂Qi
Pj for i = 1, . . . , r .

Proof Each polytope involved in one of Qi is an intersection of finitely many
halfspaces. In addition to these closed halfspaces we consider the closure of
the complement of each of these. Consider all polytopes arising as a nonempty
intersection of these closed halfspaces. These polytopes can be used as P1, . . . , Pm.

��
(c) The functional f has an additive extension to finite unions of n-polytopes.

Proof Let Q be a finite union of n-polytopes. Suppose there are two representations,
Q = P1 ∪ · · · ∪ Pm and Q = P ′

1 ∪ · · · ∪ P ′
k , in terms of almost disjoint n-polytopes

in both cases. Defining f (∅) = 0, as usual, we obtain

m∑

i=1

f (Pi) =
m∑

i=1

f

⎛

⎝
k⋃

j=1

(Pi ∩ P ′
j )

⎞

⎠ =
m∑

i=1

k∑

j=1

f (Pi ∩ P ′
j ).

Here we used (a) and the assumption that f is simple. Moreover, in the union⋃k
j=1(Pi ∩ P ′

j ) lower-dimensional intersections can be omitted, since they are
contained in the union of the full-dimensional intersections. By symmetry of the
double sum, we see that

∑m
i=1 f (Pi) = ∑k

j=1 f (P ′
j ). Hence, we can define

f (Q) =
m∑

i=1

f (Pi).

Moreover, we see from (b) that f is additive on finite unions of n-polytopes. ��
What we have proved directly up to this point follows almost immediately from

the fact that any weakly additive functional on Pn has an additive extension to
U(Pn) (see Corollary 4.5).

Let n ≥ 1. Then f ({x}) = 0 and therefore f is nonnegative on nonempty convex
bodies. Here we use that f is increasing. Moreover, if Q1,Q2 are finite unions of
n-polytopes with Q1 ⊂ Q2, it follows that f (Q1) ≤ f (Q2). (One can use special
representations of Q1,Q2 as finite unions of almost disjoint n-polytopes such that
each n-polytope contained Q1 is also employed in Q2. This can be done by the same
type of dissection as in (b).)

Let W = [0, 1]n denote the unit cube. Since W is the almost disjoint union of
mn translates of (1/m)W , we have

f (W) = mnf ((1/m)W), f ((1/m)W) = c · Vn((1/m)W), c := f (W) ≥ 0.
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Let P be an n-polytope. Let W1, . . . ,Wk denote the translates of (1/m)W which
are contained in P . Then, using (c) we get

f (P ) ≥ f

(
k⋃

i=1

Wi

)

= kf ((1/m)W) = k c Vn((1/m)W) = c Vn

(
k⋃

i=1

Wi

)

.

Let ε > 0 be given. By basic properties of cubical dissections of Rn and Lebesgue
measure, there is some m ∈ N such that

Vn

(
k⋃

i=1

Wi

)

≥ Vn(P ) − ε,

and hence

f (P ) ≥ c · (Vn(P ) − ε).

Covering P by almost disjoint translates of cubes (1/m)W , for sufficiently large
m ∈ N, we also get

f (P ) ≤ c · (Vn(P ) + ε).

This shows that f (P ) = c · Vn(P ) for each n-polytope P .
Let K ∈ Kn be n-dimensional. Then there are n-polytopes P1, P2 ∈ Pn such

that P1 ⊂ K ⊂ P2 and Vn(P2) − ε ≤ Vn(K) ≤ Vn(P1) + ε. But then

c[Vn(K) − ε] ≤ cVn(P1) = f (P1) ≤ f (K) ≤ f (P2) = cVn(P2) ≤ c[Vn(K) + ε],

where we used that f is increasing. Thus we conclude that f = c · Vn, first for
n-dimensional convex bodies, but then generally, since f and Vn are simple.

6.5 Solutions of Exercises for Chap. 5

Exercise 5.1.6

We start by showing that βk is an open map, that is, images of open sets are open.
Let A ⊂ SO(n) be open. For this we have to show that β−1

k (βk(A)) is open. We
have

β−1
k (βk(A)) = {ϑ ∈ SO(n) : ϑU0 ∈ βk(A)}

= {ϑ ∈ SO(n) : there is some ϑ ′ ∈ A such that ϑU0 = ϑ ′U0}.
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Define H := {ϑ ∈ SO(n) : ϑU0 = U0}. Then the condition ϑU0 = ϑ ′U0 is
equivalent to ϑ−1ϑ ′ ∈ H . Writing σ := ϑ−1ϑ ′, we have ϑ ′ = ϑσ . Hence we get

β−1
k (βk(A)) = {ϑ ∈ SO(n) : there is some σ ∈ H such that ϑσ ∈ A}

=
⋃

σ∈H

{ϑ : ϑσ ∈ A}

=
⋃

σ∈H

{ϑ ′σ−1 : ϑ ′ ∈ A}

=
⋃

σ∈H

ψσ (A),

where ψσ : SO(n) → SO(n), ϑ �→ ϑσ−1. Since ψσ is a homeomorphism, the
image set ψσ (A) is open, hence so is β−1

k (βk(A)). This proves that βk is an open
map.

Since SO(n) is compact with countable base and βk is continuous, open, and
surjective, the image set is compact and has a countable base (which can be chosen
as the image of a base of SO(n) under βk). In order to see that also the Hausdorff
separation property is obtained, we show that the set

R := {(ϑ, ϑ ′) ∈ SO(n)2 : βk(ϑ) = βk(ϑ
′)}

is closed. For this, we first observe that as in the part (a), we have

R = {(ϑ, ϑ ′) : ϑ−1ϑ ′ ∈ H }.

Since the map (ϑ, ϑ ′) �→ ϑ−1ϑ ′ is continuous and H is closed, it follows that R is
closed.

For ϑ, ρ ∈ SO(n) and U = βk(ϑ) ∈ G(n, k), we have

ϕ(ρ,U) = ρU = ρϑU0 = βk(ρϑ).

Using the map α : SO(n) × SO(n) → SO(n), (ρ, ϑ) �→ ϑρ, we obtain

ϕ ◦ (id ×βk) = βk ◦ α,

where id is the identity and id ×βk is the product map. Since α is continuous and βk

is continuous, open and surjective (and hence the same is true for id ×βk), it follows
that ϕ is continuous.

For L,L′ ∈ G(n, k) there is some ρ ∈ SO(n) such that L′ = ρL. This can be
seen by choosing orthonormal bases adjusted to L and to L′ respectively, and by
thus defining an appropriate rotation.

The independence of the topology on the choice of U0 can be seen by using that
the continuous operation of SO(n) on G(n, k) is transitive.



References

1. Adiprasito, K., Bárány, I., Mustafa, N.H.: Theorems of Carathéodory, Helly, and Tverberg
without dimension. In: Proceedings of the Thirtieth Annual ACM-SIAM Symposium on
Discrete Algorithms, pp. 2350–2360. SIAM, Philadelphia (2019). arXiv:1806.08725

2. Aleksandrov, A.D.: Konvexe Polyeder. Akademie-Verlag, Berlin (1958)
3. Alesker, S., Fu, J.H.G.: In: Gallego, E., Solanes, G. (eds.) Integral Geometry and Valuations.

Advanced Courses in Mathematics. CRM Barcelona, viii+112 pp. Birkhäuser/Springer, Basel
(2014). Lectures from the Advanced Course on Integral Geometry and Valuation Theory held
at the Centre de Recerca Matemàtica (CRM), Barcelona, 6–10 September 2010

4. Artstein-Avidan, S., Giannopoulos, A., Milman, V.D.: Asymptotic Geometric Analysis. Part I.
Mathematical Surveys and Monographs, vol. 202, xx+451 pp. American Mathematical Society,
Providence (2015)

5. Bakelman, I.J.: Convex Analysis and Nonlinear Geometric Elliptic Equations. Springer, Berlin
(1994)

6. Bárány, I.: Helge Tverberg is eighty: a personal tribute. Eur. J. Combin. 66, 24–27 (2017)
7. Bárány, I., Karasev, R.: Notes about the Carathéodory number. Discrete Comput. Geom. 48,

783–792 (2012)
8. Bárány, I., Onn, S.: Carathéodory’s theorem, colourful and applicable. In: Intuitive Geometry

(Budapest, 1995). Bolyai Society Mathematical Studies, vol. 6, pp. 11–21. János Bolyai
Mathematical Society, Budapest (1997)
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A
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C
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Closed function, 44
Concave function, 42
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combination, 3
cone, 39, 68
function, 42

hull, 3, 45
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Cosine transform, 190

D
Difference body, 124
Directional derivative, 56
Distance function, 51

E
Edge, 29
Effective domain, 42
Epigraph, 42
Euler–Poincaré characteristic, 109
Even measure, 157
Even valuation, 205
Exposed point, 34
Extreme point, 33
Extreme set, 37

F
Face, 37
Facet, 29
Fully additive, 197

G
Gauge function, 51
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H
Haar measure, 208, 213
Halfspace, 2
Hausdorff metric, 76
Helly, 12
Helly’s Theorem, 12
Hessian matrix, 57

I
Improper convex function, 42
Indicator function, 49
Infimal convolution, 50
Intrinsic volume, 106
Isoperimetric inequality, 121
Isoperimetric ratio, 122

M
Mean width, 108
Metric projection, 24
Minkowski addition, 4
Minkowski additive, 110
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Minkowski difference, 75
Minkowski inequality, 123
Minkowski’s existence problem, 158
Minkowski’s inequality, 120
Minkowski’s theorem, 34
Mixed area measure, 148, 151
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Mixed surface area measure, 148, 151
Mixed volume, 93, 95
Motzkin’s theorem, 31

N
Normal cone, 32

O
Odd valuation, 205

P
Piecewise linear, 68
Polyconvex set, 196
Polyhedral set, 6
Polytope, 6
Positively homogeneous, 43
Principal radii of curvature, 172
Projection body, 181
Projection function, 180

Proper convex function, 42
Proper separation, 28

Q
Quadratic Minkowski inequality, 123
Quasi-convex, 43
Quermassintegral, 106

R
Radial function, 70
Radon, 12
Recession cone, 39
Reverse spherical image, 169
Rotation average, 111
Rotation mean, 111

S
Segment, 2
Simple, 203
Simple polytope, 129
Simplex, 6
Steiner formula, 93, 106
Steiner symmetral, 138
Steiner symmetrization, 136
Straszewicz’s Theorem, 37
Strictly convex, 60, 68
Strong separation, 28
Strongly isomorphic, 129
Subadditive, 43
Subdifferential, 59
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Sublevel set, 50
Support function, 61
Supporting halfspace, 25
Supporting hyperplane, 25
Supporting point, 25
Support set, 25
Surface area, 86, 90
Surface area measure, 151

T
Topological group, 208
Transitive operation, 212

V
Valuation, 196
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Zonoid, 184
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